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Abstract

Formal models commonly characterize interstate bargaining as dichotomous, ending
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we find that greater private war payoffs may be associated with a lower probability of
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ship between the private efficacy of war and the private efficacy of these other options
largely determines equilibrium outcomes. By utilizing the tools of mechanism design, we
derive game-form free results on how private information shapes international conflict,
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“Our traditional approach is either we’re at peace or at conflict. And I think that’s
insufficient to deal with the actors that actually seek to advance their interests
while avoiding our strengths.”
—General Dunford (2016), Chairman of the U.S. Joint Chiefs of Staff.

The central question in the study of international conflict is why wars occur even though

they are costly to all sides. It is puzzling that states seek political gains through violence

when the underlying stakes could be allocated costlessly at the bargaining table (Fearon

1995). Perhaps the most prominent explanation for this puzzle is that states have incomplete

information about each other’s capabilities or intentions (Jervis 1976), leading them to make

incompatible demands about the shape of a negotiated settlement. To understand why

inefficient conflict takes place, we must understand how private information shapes states’

incentives and actions.

A long tradition of scholarship has used game-theoretical models of international crisis bar-

gaining to understand the role of incomplete information in the outbreak of conflict. Building

from foundational theories of bargaining under uncertainty (Morrow 1989; Fearon 1995), an

impressive line of recent work has used crisis bargaining models to study the role of incen-

tives, information, and capabilities in determining when and why states go to war (e.g.,

Leventoğlu and Tarar 2008; Bas and Schub 2017; Spaniel and Malone 2019; Morrow and

Sun 2020). These crisis bargaining models have made valuable progress in the theoretical

study of interstate war, but they are limited by a common simplifying assumption about the

nature of state interactions—namely, that states either reach a peaceful and efficient bargain

or else engage in a decisive full-scale war. In reality, states in crises possess a diverse range

of coercive intermediate policy options besides war and peace: implementing sanctions or

tariffs (Bapat and Kwon 2015; McCormack and Pascoe 2017; Di Lonardo and Tyson 2022a),

offering third-party support to an adversary’s enemies (Bapat 2006; Carter 2012; Berman

and Lake 2019; Qiu 2022b), engaging in cyberattacks (Gartzke and Lindsay 2015; Baliga,

Bueno de Mesquita and Wolitzky 2020), conducting drone strikes (Lin-Greenberg 2022b),
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or engaging in low-level conflict, hybrid warfare, or “hassling” (Lanoszka 2016; Gurantz and

Hirsch 2017; Schram 2021; Lin-Greenberg 2022a). While simplifying assumptions are useful

in allowing models to abstract away from irrelevant features and focus in on key mechanisms

(Paine et al. 2020), the war-or-peace dichotomy in crisis bargaining models is overly reduc-

tive and far more consequential. As we demonstrate below, this assumption systematically

limits our predictions about the relationship between private information and the outcomes

of international disputes.

Crisis bargaining models that end either in peaceful settlement or a decisive war offer a strik-

ingly consistent portrayal of the conditions that lead to conflict. Incomplete or asymmetric

information is modeled as a private signal that a state receives about its ability, willingness,

or political motivations to wage war, often called the state’s “type.” Within equilibria of cri-

sis bargaining models with private information, states with stronger private types are more

likely to take actions that result in war, and they receive greater payoffs from bargaining

even when the game ends peacefully. These relationships between private type and crisis

outcomes are not specific to any particular model, but rather occur within every equilibrium

of any crisis bargaining game where the only possible outcomes are war or peace (Banks

1990; Fey and Ramsay 2011).1 Consequently, traditional crisis bargaining models provide a

consistent answer to the question of when states are most likely to resort to violence: when

at least one state has a strong private signal of its battlefield ability or willingness to fight.2

We reexamine the relationship between private information and war in flexible-response cri-

sis bargaining games that allow for forms of costly conflict short of all-out war. Once we

allow for multiple forms of conflict, the traditional models’ monotonic relationships between

private type and bargaining outcomes no longer hold unconditionally. Within the flexible-

response models, states with better private signals about their ability to wage war may be
1These monotonicity results may not hold for models with alternative forms of uncertainty (e.g., Slantchev

2011; Spaniel and Malone 2019).
2As one interpretation of this result, states with stronger private types will behave more aggressively in

bargaining.

2



less likely to fight and may have lower payoffs in equilibrium. These exceptions to the tra-

ditional patterns arise in the presence of multiple policy options because the factors that

influence a state’s ability or willingness to wage war may also shape its facility with alter-

native coercive instruments. Importantly, we do not simply present a single counterexample

to established theories. Instead, we conduct a game-free analysis along the lines of previ-

ous mechanism design research (Banks 1990; Fey and Ramsay 2011; Akçay et al. 2012; Liu

2021), showing that the exceptions to standard patterns can arise in any interaction with

flexible policy options, regardless of the specifics of the bargaining protocol. Our approach

combines the methodological generality of previous game-free analyses with the substantive

richness of newer models of coercive policies short of war, which allows us to characterize

broad influences on the likelihood of conflict in more realistic strategic environments.

The key driver of our results is that the same features that affect a state’s war effectiveness

might also affect its effectiveness in using alternative policy choices, for better or worse.3 The

relationship between war payoffs and the payoffs from alternate policy choices is important

because it means the private signal that a state receives about its wartime strength also

shapes its ability to use other coercive policies. For example, if a state has a wide range

of privately known cyber-exploits, then the state knows that it could not only perform well

in a conventional war that uses cyberattacks but also perform well in a precise cyberattack

against a target’s infrastructure. Because this state possesses robust private capabilities, it

is effective in both war and low-level conflict. Alternatively, if a state’s leaders are privately

concerned about losing popular support, then they may be more willing to fight a war to

create a rally-around-the-flag effect than they would be to choose intermediate options such

as tariffs or sanctions that might also damage the domestic economy (Baker and Oneal

2001). In this case, the same private signal that would make a leader more willing to go

war—namely, perceived electoral vulnerability—would also increase their perceived cost of
3To clarify our terminology, a state with high war effectiveness is a state that has a greater capacity to

go to war, a greater willingness to go to war, or both. Formally, states that are more effective at war attain
higher payoffs from war. We define hassling effectiveness analogously.
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economic coercion. The question of whether private war payoffs are associated with greater or

lower payoffs from alternative policy options is an empirical one, and its answer varies across

cases and contexts—but these linkages undoubtedly exist, and their effects on the outcomes

of crisis bargaining have not been systematically examined. We demonstrate that the basic

relationship between a state’s signal of wartime effectiveness and the effectiveness of alternate

coercive policies (i.e., whether types with higher war payoffs are advantaged or disadvantaged

in the use of other instruments) is critical in predicting how private information affects the

likelihood of conflict.

We provide a general characterization of the relationship between private war payoffs, the

likelihood of conflict, and equilibrium payoffs in all flexible-response crisis bargaining games.

The relationship between private signals about war payoffs and the effectiveness of low-level

conflict is critical and refines existing understandings in several ways. First, the likelihood

of war increases with the state’s private war payoff (or type) when states with higher pri-

vate war payoffs also have less capacity for or less willingness to use low-level responses, or

when low-level responses only become slightly more effective as war payoffs increase—for

example, as in the rally-round-the-flag scenario above. Second, a state’s equilibrium payoff

is only guaranteed to increase with its privately known strength if greater war payoffs are

associated with greater effectiveness in executing flexible responses—for example, as in the

cyber-conflict scenario. Third, unlike in traditional models, states with stronger private sig-

nals of wartime prowess do not necessarily receive better settlements when the interaction

ends short of war. The value of settlement instead depends on the extent to which the state

employs flexible coercive instruments. Finally, the extent to which a state uses intermediate

policy instruments may depend greatly on idiosyncratic features of the negotiation process,

even with no change in the underlying technological fundamentals.

Building on our formal analysis, we also offer new substantive insights into the value of spe-

cific military technological advancements. Existing research examines the value of certain
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coercive capabilities within specific military contexts, such as the value of airstrike capabil-

ities in low-level conflicts and war (Horowitz and Reiter 2001; Kreps and Fuhrmann 2011;

Allen and Martinez Machain 2019). Most, though not all,4 of the previous research in this

area only considers how these technologies fare within an active conflict or after a challenger

has already transgressed. However, it is also valuable to know how these capabilities shape

outcomes at the bargaining table. That is where our analysis comes in. Once we identify

whether improved private wartime capabilities improve hassling capabilities or are detri-

mental to them, then we are able to make clear predictions about how changes in wartime

capabilities affect the likelihood of war, as well as distributive outcomes at the bargaining

table. Proceeding from our results, scholars can leverage existing empirical and public policy

research to identify how improving specific capabilities or altering the factors that increase

resolve can affect the outcomes in any crisis setting where states have options short of all-out

war.

Our work builds on a recent line of research on crisis bargaining and deterrence in which

states are assumed to have multiple coercive options available to respond to a threat (Schultz

2010; McCormack and Pascoe 2017; Coe 2018; Spaniel and Malone 2019; Qiu 2022b; Baliga,

Bueno de Mesquita and Wolitzky 2020; Schram 2021; Di Lonardo and Tyson 2022a). This

paper is the first to systematically examine how the spillover effects of improvements in one

kind of conflict capability can also affect other response options, allowing us to offer novel

insights into a wide range of previously neglected substantive settings. The most closely

related work to ours is by Schram (2022), who considers a deterrence game with multiple

conflict options and a publicly observed type that determines payoffs from conflict. Our

key innovation is to assume that a state’s private type affects both its war payoff and its

low-level conflict costs, allowing us to show that prior monotonicity results (Banks 1990; Fey

and Ramsay 2011) only hold under particular conditions.
4See Post (2019) as an exception.
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1 Flexible Responses in International Crises

Our goal is to understand crisis bargaining in cases where states have intermediate coercive

options short of all-out war. We begin by illustrating the concept with an example. In

2006, Israel discovered that Syria was building a nuclear reactor. Internally, Israeli decision-

makers viewed the possibility of a nuclear-armed Syria as an “existential threat” to the Israeli

state (Opall-Rome 2018). Additionally, Israel possessed a covert capability at its disposal:

an electronic warfare attack that could (at least temporarily) disable Syria’s integrated air

defense system, impairing Syria’s ability to track incoming aircraft and act (Katz 2010).

Traditional crisis bargaining models—where possessing a high private willingness or a robust

private capability to fight a war always leads to a greater likelihood of war (Banks 1990; Fey

and Ramsay 2011)—would portray this as the exact setting in which we might expect Israel

to resort to war. But instead, Israel used the electronic warfare attack as part of a limited

airstrike on the reactor (Katz 2010). Israel’s airstrike, known as Operation Outside the Box,

successfully destroyed a critical component of the Syrian nuclear program while negating the

need for a more expansive response.

Flexible-response crisis bargaining models capture political interactions like those surround-

ing the Syrian reactor. In these models, a challenger state may undertake some opportunistic

and costly action, which we call a “transgression,” against a defender. Transgressions are

beneficial to the challenger but harm the defender’s interests. In our example, Syria’s con-

struction of the reactor was a transgression that could have eventually led to Syria possessing

a nuclear bomb, thus strengthening its future leverage against Israel. Transgressions like this

arise in theories of enforcement problems in bargaining (Schultz 2010), deterrence (Fearon

1997; Gurantz and Hirsch 2017), and endogenous power shifts (Debs and Monteiro 2014).5

Examples of transgressions include states investing in new military technologies (Debs and

Monteiro 2014; Gartzke and Lindsay 2017; Spaniel 2019), forming alliances (Benson and
5The “transgression” here is similar to the challenger’s first move in a deterrence game (e.g., Chassang

and Miquel 2010; Di Lonardo and Tyson 2022b; Kydd and McManus 2017; Baliga and Sjöström 2020).
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Smith 2022), or securing valuable territory (Powell 2006).

In response, the defender’s options are to settle the issue peacefully through negotiations,

go to war to resolve the issue decisively, or engage in some low-level action to undercut the

transgression. The first two options—settlement or war—are the two standard outcomes

in models of crisis bargaining and deterrence. We will refer to the the defender’s low-level

response option as “hassling.” As originally defined in Schram (2021), hassling is the use of

limited conflict to degrade a challenger’s rise. Our use of the term here is consistent with this

definition, but expands it to include any actions by the defender that are costly, coercive,

and fall outside of war, like sanctions, low-level conflict, limited airstrikes, or cyberattacks.

In the Syrian case, Israel detected Syria’s nuclear reactor and destroyed it. This was a form

of hassling because of its destructive impact on Syria’s nuclear program, but it was not a

decisive military move that would prevent the Assad regime from ever possessing a nuclear

weapon. By contrast, the 2003 U.S. invasion of Iraq decisively prevented the Ba’athist regime

from ever attaining nuclear weapons by overthrowing it, consistent with our treatment of

war. Hassling can take the form of limited airstrikes (Reiter 2005; Fuhrmann and Kreps

2010), hybrid conflict (Lanoszka 2016), aspects of gray-zone conflict (Mazarr 2015; Gannon

et al. 2020), (limited) preventive war (Levy 2011), fait accompli (Tarar 2016), sanctions

(McCormack and Pascoe 2017), or arming (Coe 2018).6

We assume the defender possesses a private type that influences war and hassling payoffs.

When a state knows that they are very capable at conducting war or very willing to conduct a

war, that state may be more (or less) capable or willing to conduct hassling. As one example,

suppose a state possessed a covert capability where it could use an electronic warfare attack

or a cyberattack to disable a rival’s air defense systems. Based on these private capabilities,

this state might be especially effective at conducting a war—but also capable of implementing
6In some ways, hassling resembles a restrained, “instrumental” style of coercive action conducted for the

pursuit of limited goals and with the intent to not violate important escalation thresholds; in many ways,
this echoes discussions in Kahn (2017) about how conflict will evolve in the Twenty-first Century.
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an effective low-level hassling attack to weaken a target. As a second example, suppose a

different state is privately very concerned about the domestic political costs from fighting a

war. Based on these private preferences, this state may be more willing to use low-salience

hassling techniques—like drone strikes—within a crisis. Ultimately, the question of whether

better private capabilities or the factors that result in a greater willingness to go to war

also make low-level options more or less effective is an empirical one, as we discuss below

following the main results.

2 The Impact of Flexible Responses on Standard Crisis

Bargaining Results

Before we present our general results, we present two stylized examples of how introducing

intermediate conflict options can undermine the canonical relationships between private in-

formation and outcomes in crisis bargaining games. Both games are between a challenger

(C) and defender (D). Nature moves first and decides whether D’s war payoff is low (θ = θ)

or high (θ = θ̄), with each outcome having positive probability.

First, D observes their private type, while C only knows the prior probability that D is a

high or low type. This type represents D’s privately known abilities, willingness, or political

motivations for waging a war against C. Next, C selects whether to transgress (t = 1) or

not (t = 0). Finally, D can accept the transgression, go to war over it, or conduct some

limited response via hassling (where hassling could refer to sanctions, cyberattacks, gray-

zone conflict, etc.).

Figure 1 illustrates a setting where only the weak type of D goes to war, contrary to the

standard result that the probability of conflict increases with D’s private value of war (Banks

1990; Fey and Ramsay 2011). This happens because the type with a greater war payoff is

also more effective at hassling, as in the cyber-capability example above. Specifically, while
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0, 1
t = 0

θ = θ̄

Nature

C C

D D

Figure 1: Greater private type θ implies less war.

C’s payoffs are listed first. Note here that θ̄ has both greater wartime payoffs and hassling
payoffs relative to θ. In equilibrium, C will transgress (t = 1), θ D’s will go to war and θ̄ D’s
will hassle.

war outcomes improve with θ, hassling outcomes improve even more. In equilibrium, the

stronger type (or the type with greater war efficacy) opts not to fight a war because hassling

is better.7 Note that if the hassling option were not available, then the equilibrium would

conform to the usual pattern, with both types going to war.

Next, we consider an interaction in which the stronger type of D receives a lower payoff,

illustrated in Figure 2. This stands in contrast to the standard result that actors with

higher private war payoffs end up better off (Banks 1990; Fey and Ramsay 2011). In this

example, greater private payoffs from fighting a war corresponds to a lower hassling payoff,

as in the rally-round-the-flag example above. In equilibrium, weaker types (θ) hassle and

stronger types (θ) go to war. Crucially, the increase in the stronger type’s war payoff does

not sufficiently compensate for the decrease in its hassling payoff. Once more, if the hassling

option were unavailable, we would return to the standard pattern: both types would go to

war in equilibrium, with the stronger one yielding a greater utility.
7Unless otherwise specified, we will define “stronger” types as the types that possess a greater war payoff,

which is how Fey and Ramsay (2011) use the term. That said, a key take-away from this paper is that this
notion of strength is less informative in environments with multiple policy options. We discuss this further
in the Conclusion.
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Figure 2: Greater private type θ implies lower utility

C’s payoffs are listed first. Here we assume that θ̄ has greater wartime payoffs and lower
hassling payoffs than θ. In equilibrium, C will transgress (t = 1), θ D’s will hassle and θ̄ D’s
will go to war.

The two models we have presented here are deliberately sparse, so as to illustrate the sim-

plest possible settings in which games with flexible responses depart from ordinary crisis

bargaining games. Because these models lack many important elements of crisis bargaining

theory, such as pre-negotiation signaling and incentives to misrepresent, one might wonder

whether the lessons we have drawn from them would carry over to richer, more realistic

settings.8 To identify broad regularities in flexible response models, we employ the game-

free methodology of Banks (1990) and Fey and Ramsay (2011), identifying properties that

arise from foundational requirements of equilibrium rather than idiosyncratic features of any

given game tree. We find, in fact, that the outcomes in Figures 1 and 2 are typical of crisis

bargaining with flexible responses.

3 Formal Framework

We consider a class of models where crisis negotiations may end in pure peace, total war, or

some costly non-war outcome.
8In Appendix C.6, we present a signaling model where the probability of war decreases with D’s type.
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3.1 Structure of the Interaction

The players are a Challenger and Defender in dispute over a prize of size 1. At the outset of

the game, Nature assigns D’s private type, θ ∈ R. D’s war payoff increases with θ, while D’s

cost of hassling may increase, decrease, or neither. The realized value of θ is known only to

D, but its prior distribution is common knowledge. Let F denote the cumulative distribution

function of this prior distribution, and let Θ denote its support.

The interaction takes the familiar form of a crisis negotiation, except each state may engage

in activity that affects outcomes short of war. As in typical crisis games, the states have

bargaining strategies, denoted bC ∈ BC and bD ∈ BD, which may represent offers, counterof-

fers, accept-reject plans, costly or cheap talk signals, and so on. Each state also has a special

action that shifts the outcome in case of peace, but at a cost. For C we call this action

a “transgression,” denoted t ∈ T ⊆ R+. Similarly, for D the action is “hassling,” denoted

h ∈ H ⊆ R+. We place no restriction on whether transgressions and hassling are chosen

before, during, or after the bargaining process—we simply assume that they do not directly

affect whether war occurs, and that their cost is independent of the other components of the

bargaining strategy.

A game form G consists of the bargaining action spaces, BA and BD, along with an outcome

function g that maps the choices (t, h, bC , bD) into the set of possible crisis bargaining out-

comes.9 We decompose the outcome function g into three components: whether war occurs,

what C receives from bargaining, and what D receives from bargaining. Whether war occurs

depends solely on actions taken in bargaining. Let πg(bC , bD) ∈ {0, 1} be an indicator for

whether the interaction ends without war.10 Conditional on war not occurring, each player’s

payoff depends on the bargaining behavior, C’s choice of transgression, and D’s selection of
9The game form represents the elements of the model that are specific to a particular bargaining protocol.

Thus, we treat the type space, prior distribution, transgression and hassling action sets, cost functions, and
war payoff functions as primitives of the interaction rather than features of a specific game form.

10By ruling out πg ∈ (0, 1), we are implicitly assuming that the bargaining process has no exogenous
random components (see Fey and Kenkel 2021).
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hassling. Let V g
C (t, h, bC , bD) and V g

D(t, h, bC , bD) denote the benefits that C and D receive,

respectively, if war is avoided.

If war occurs, war payoffs depend on D’s private information, but not on the endogenous

bargaining choices, including transgressions and hassling.11 We therefore write war payoffs

as WC(θ) and WD(θ). We assume WD is strictly increasing, so higher types of D can be

interpreted as more effective in war, or as “stronger” types.

If war is avoided, each player receives their division of the spoils but must pay the cost of

their transgression or hassling. Let KC(t) denote the cost to C, and let KD(h, θ) denote the

cost to D. We assume that KC is strictly increasing in t, and we assume that KD is strictly

increasing in h. For now, we are agnostic whether KD is increasing or decreasing in θ. We

let h = 0 denote no hassling, which entails assuming that 0 ∈ H and KD(0, θ) = 0 for all θ.

Putting these together, the players’ utility functions in a given game form are:

ug
C(t, h, bC , bD | θ) = (1− πg(bC , bD))WC(θ) + πg(bC , bD)[V

g
C (t, h, bC , bD)−KC(t)],

ug
D(t, h, bC , bD | θ) = (1− πg(bC , bD))WD(θ) + πg(bC , bD)[V

g
D(t, h, bC , bD)−KD(h, θ)].

We restrict our attention to games in which neither player can force a settlement on the

other. This assumption reflects the anarchic nature of international politics, in which states

always have the option to resort to force. A sufficient condition is that each player has an

action b′i ∈ Bi to guarantee war: πg(b′i, bj) = 0 for all bj ∈ Bj. As we demonstrate below, this

condition places important limits on what kinds of outcomes are sustainable as equilibria.

The relationship between D’s private type and hassling ability is central to our analysis.

We will show that the effects of θ on equilibrium outcomes depend critically on whether
11This assumption may appear to exclude games where power shifts over time as a function of transgressions

and hassling. However, in Appendix C.7, we demonstrate how our results apply to a game with endogenously
shifting power. The important condition for application is that war can only occur in the first period on the
equilibrium path, as is typically the case in shifting-power models (e.g., Powell 2006; Spaniel 2019).
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greater payoffs from war are associated with higher or lower costs of hassling. In general,

when comparing types θ′ and θ′′, we say that θ′′ has greater hassling effectiveness than θ′ if

KD(h, θ
′′) < KD(h, θ

′) for all h > 0. We say that θ improves hassling effectiveness if higher

types always have greater hassling effectiveness than lower types. In the opposite case, when

KD strictly increases with D’s type, we say θ degrades hassling effectiveness. Note that this

means “stronger” types—those that attain greater war payoffs—could attain lower hassling

payoffs.

3.2 Solution Concept and Direct Mechanisms

We restrict attention to pure strategy perfect Bayesian equilibria of each flexible-response

crisis bargaining game. Depending on the bargaining protocol and the equilibrium selected,

the equilibrium path may be very complex, involving numerous offers and counteroffers before

concluding, or it may be simple, ending quickly in war or a settlement. We will not discuss

the details of bargaining itself, as our primary concern is the outcome of the interaction:

whether war occurs, and if not, what each party receives from a bargained outcome.

We focus on the incentives of D, the player with private information. Given an equilibrium

of a flexible-response crisis bargaining game, we can summarize the outcome of the game for

each type of D with three functions:12

• Their hassling level, h(θ).

• Whether a bargained outcome prevails, π(θ).

• Their settlement value in case of a bargained resolution, VD(θ).

A direct mechanism for D consists of these functions, (h, π, VD). If type θ of D were to follow
12In Appendix A, we formally define an equilibrium and describe how a direct mechanism can be derived

from it. See also the discussion in Fey and Ramsay (2011).
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the equilibrium bargaining strategy of type θ′, D’s expected utility from doing so would be:

ΦD(θ
′ | θ) = (1− π(θ′))WD(θ)︸ ︷︷ ︸

war

+π(θ′)[VD(θ
′)−KD(h(θ

′), θ)]︸ ︷︷ ︸
bargained outcome, possibly with hassling

.

While mimicking another type’s strategy may change the hassling level, the occurrence of

conflict, and the settlement value, it does not change D’s war payoff, nor the cost D pays

for any given hassling level. The key requirement of Bayesian equilibrium is that no type

can increase its payoff by mimicking another type’s bargaining strategy. We can phrase this

requirement as an incentive compatibility condition on the direct mechanism. Let UD(θ)

denote each type’s expected utility along the path of play, so that UD(θ) = ΦD(θ | θ).

Definition 1. A direct mechanism (h, π, VD) is incentive compatible if

UD(θ) ≥ ΦD(θ
′ | θ) for all θ, θ′ ∈ Θ. (IC)

We rely on the revelation principle: for any Bayesian Nash equilibrium of a particular game

form, there is an incentive-compatible direct mechanism that yields the same outcome (My-

erson 1979). Logically, this implies that if we find that some property holds for all incentive-

compatible direct mechanisms, then it is true of all equilibria of all flexible-response crisis

bargaining games. Without fully characterizing the particulars of how crisis bargaining

plays out in any particular game, we are still able to characterize robust properties of the

equilibrium outcomes of any flexible-response crisis bargaining game.

Recall that we only consider game forms in which neither player can impose a settlement

on the other. This condition ensures that no type of D may receive less than its war payoff

in equilibrium—if a settlement would yield less, then it would be profitable for D to deviate

to fighting a war. In the language of mechanism design, this requirement amounts to a

participation constraint, or what Fey and Ramsay (2011) call voluntary agreements in the
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crisis bargaining context.

Definition 2. A direct mechanism (h, π, VD) has voluntary agreements if

π(θ)[VD(θ)−KD(h(θ), θ)] ≥ π(θ)WD(θ) for all θ ∈ Θ. (VA)

Naturally, the voluntary agreements condition is automatically satisfied for those types that

go to war in equilibrium. The constraint only applies to the types that settle—the settlement

must yield at least as much as their war payoff, even when accounting for the costs of hassling.

Throughout the analysis, we will restrict attention to direct mechanisms that satisfy both

(IC) and (VA), as any equilibrium of a flexible-response crisis bargaining game with voluntary

agreements must be outcome-equivalent to some such mechanism (Fey and Ramsay 2011).

4 Private Type and the Probability of War

In crisis bargaining games without flexible responses, private signals of wartime effectiveness

or strength are associated with a greater equilibrium probability of war (e.g., Morrow 1989;

Fearon 1995; Tarar 2021). A simple intuition drives this result. If some type finds it worth-

while to risk war to receive a better deal at the bargaining table, then all stronger types

must be willing to run at least as great a risk—after all, by mimicking weaker types, strong

types could attain the same bargained settlement while doing better if bargaining fails and

war occurs. In other words, a country will behave more aggressively (or at least no less so)

at the bargaining table when its private signal about its war payoff is relatively strong.

For equilibria with no hassling, our analysis recovers the classic positive relationship between

private type and the likelihood of conflict. As long as h(θ) = 0 for all types, weaker types

never have a greater chance of conflict than higher types. The following result recovers
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Does θ degrade has-
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fight more:
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Further analysis needed
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no
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Figure 3: The relationship between type (θ′ < θ′′) and war likelihood in all flexible-response
crisis bargaining games.

Lemma 1 of Banks (1990) as a special case in our environment.13

Lemma 1. If h = 0 and θ′ < θ′′, then π(θ′) ≥ π(θ′′).

This result confirms that the exceptions we find to the classic monotonicity results are due

exclusively to our introduction of flexible responses, not to any other feature of our formal

framework. Once states begin to employ alternative instruments for altering the balance of

bargaining power, this straightforward relationship between private strength and the risk of

war holds only under special conditions.

The flow chart in Figure 3 summarizes our findings on the relationship between private

information and the occurrence of conflict. If private strength degrades hassling effective-

ness, then stronger types are more likely to fight a war, just as in models without flexible

responses. The same is true if private strength increases hassling effectiveness and has a

stronger effect on war payoffs than on the cost of hassling (the WURI condition, formally

defined below). However, we find that weaker types are more likely to fight a war—the

opposite of the traditional result—when private strength improves hassling effectiveness but
13All proofs are in the Appendix.
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affects war payoffs less than hassling costs (SURI, also defined below).

When hassling takes place, the effect of private type on the chance of war depends on whether

a state’s private war capability improves or degrades its hassling effectiveness. If private type

degrades hassling effectiveness—i.e., if types with greater war payoffs also have greater costs

of hassling—then higher types are weakly more likely to go to conflict.

Proposition 1. Assume θ degrades hassling effectiveness. If θ′ < θ′′, then π(θ′) ≥ π(θ′′).

Because the value of an efficient settlement without hassling is the same regardless of θ,

higher types have the most incentive to choose war over an efficient settlement. If private

type degrades hassling effectiveness, then this logic carries over to settlements involving

hassling as well. If some type of D prefers war over a settlement with hassling level h ≥ 0,

then all stronger types must have the same preference: they have an even higher war payoff

and would pay a greater cost from the same level of hassling.

When private type is instead associated with lower costs of hassling, we need more conditions

to characterize its effect on the likelihood of war. In this case, not only is war more attractive

to stronger types of D, but so is any given settlement with hassling. Because war payoffs and

settlement payoffs are now moving in the same direction as D’s type increases, the critical

question for our purposes is which rate of increase is quicker. We say that the war utility is

relatively increasing (WURI) when θ has a greater marginal effect on war payoffs than on

the cost of hassling. In the opposite case, we say the settlement utility is relatively increasing

(SURI).

Definition 3. In a direct mechanism, the war utility is relatively increasing if

WD(θ
′′)−WD(θ

′) > KD(h(θ
′′), θ′)−KD(h(θ

′′), θ′′)

for all θ′, θ′′ ∈ Θ such that θ′ < θ′′ and π(θ′′) = 1.
(WURI)
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The settlement utility is relatively increasing if

WD(θ
′′)−WD(θ

′) < KD(h(θ
′), θ′)−KD(h(θ

′), θ′′)

for all θ′, θ′′ ∈ Θ such that θ′ < θ′′ and π(θ′) = 1.
(SURI)

If either of these holds and private strength increases hassling effectiveness, then we can

characterize the direction of the type’s effect on the equilibrium chance of conflict.

Proposition 2. Assume θ improves hassling effectiveness, and let θ′ < θ′′. If (WURI) holds,

then π(θ′) ≥ π(θ′′). If (SURI) holds, then π(θ′) ≤ π(θ′′).

Consequently, the conventional relationship between private information and the likelihood

of conflict is not robust to the introduction of hassling that affects payoffs from bargaining.

Assuming that types with greater war effectiveness are also more effective at hassling ac-

tivities, the relationship between θ and the likelihood of conflict depends critically on the

technology of hassling. If the marginal effect of D’s type on the costs of hassling always

outweighs its effect on the war payoffs, then we have the opposite of the usual result, with

stronger types less likely to fight a war on the path of play.

While Proposition 2 is useful for understanding how private information affects the occur-

rence of war in flexible response crisis bargaining games, its practical applicability is some-

what limited. Ideally, we would be able to say on the basis of the model primitives—the

war payoff and hassling cost functions—whether stronger types will be associated with a

greater likelihood of conflict in any given strategic environment. However, the WURI and

SURI conditions refer to the levels of hassling chosen on the path of play. In Appendix C.1,

we derive sufficient conditions on model primitives to ensure WURI holds: the hassling cost

function must have decreasing differences (see Ashworth and Bueno de Mesquita 2006), and

the marginal effect of θ on the war payoff must be greater than its effect on hassling cost at
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Figure 4: The relationship between type (θ′ < θ′′) and equilibrium payoffs in all flexible-
response crisis bargaining games.

the highest feasible level of hassling.

5 Private Type and Payoffs

A second key regularity in crisis bargaining games without flexible responses is that a better

private war capability corresponds to a better expected equilibrium payoff, even when war

does not occur (Banks 1990; Fey and Ramsay 2011). In this class of models, greater private

strength increases an actor’s willingness to run the risk of war, allowing the actor to extract

more from negotiations if the interaction does not end in war and granting the actor a greater

war payoff should the interaction end in war.

We recover the same relationship between private strength and expected equilibrium payoffs

in the flexible response environment when hassling does not take place along the path of

play. The following result is our analogue of Lemma 4 from Banks (1990).

Lemma 2. If h = 0 and θ′ < θ′′, then UD(θ
′) ≤ UD(θ

′′).

Once we introduce additional ways for states to operate outside of war and peaceful ne-
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gotiations, the tight relationship between private war capability and equilibrium payoffs no

longer holds. The flowchart in Figure 4 summarizes the relationship between private strength

and utility in flexible-response crisis bargaining games. Obviously, among types that end

up going to war in equilibrium, stronger types are always better off. Outside of that case,

however, private strength is only guaranteed to increase payoffs when it is also associated

with greater hassling capability. If private strength instead degrades hassling capability, we

find the opposite: types with lower private strength have greater payoffs when war does not

occur.

We recover the positive relationship between private strength and equilibrium payoffs when

θ improves hassling effectiveness. In this case, stronger types have an advantage in both

channels of bargaining leverage—hassling and the threat of war—and therefore never yield

lower payoffs in equilibrium. In fact, a stronger type has a strictly greater payoff than all

weaker types whenever it goes to war in equilibrium or engages in non-zero hassling.

Proposition 3. Assume θ improves hassling effectiveness. If θ′ < θ′′, then UD(θ
′) ≤ UD(θ

′′).

The inequality is strict if π(θ′) = 0 or h(θ′) > 0.

If private strength is instead associated with lower hassling effectiveness, then we find an

exception to the traditional positive relationship between private type and equilibrium payoff.

In this case, the relationship is U-shaped. Low types, which have poor war effectiveness but

relatively low costs of hassling, choose to settle rather than to fight a war in equilibrium.

Among these types, lower private strength is associated with greater hassling ability, and thus

a greater equilibrium payoff. At a certain level of strength, however, it becomes profitable to

fight a war rather than settle. After this point, greater military strength leads to a greater

payoff.

Proposition 4. Assume θ degrades hassling effectiveness. There exists θ̂ such that π(θ) = 1
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for all θ < θ̂ and π(θ) = 0 for all θ > θ̂. If θ′ < θ′′ < θ̂, then UD(θ
′) ≥ UD(θ

′′) (strictly if

h(θ′′) > 0). If θ̂ < θ′ < θ′′, then UD(θ
′) < UD(θ

′′).

This result illustrates the new sources of bargaining leverage that arise in crisis bargaining

games with flexible responses. In ordinary crisis bargaining games, a state’s sole source of

bargaining power is its threat to resort to war. In our framework, hassling provides another

means of shifting the balance of spoils. There is a direct effect of hassling effectiveness,

where more effective types end up better off because they can afford to hassle more, thereby

shifting the balance of goods in their favor. There is also an indirect effect: more effective

types can pay a lower cost to undertake the same amount of hassling. Both effects contribute

to the negative relationship between private strength and payoffs from non-war outcomes

when θ degrades hassling effectiveness.

In analyzing private strength’s relationship with both the probability of war and equilibrium

payoffs in flexible-response crisis bargaining games, we have identified some conditions under

which our results diverge with the traditional patterns and other conditions under which

they agree. Interestingly, we find only one case in which both the chance of conflict and

the equilibrium utility increase with private strength, as in the traditional pattern—namely,

when θ increases hassling effectiveness but has an even stronger effect on war payoffs (WURI).

The ordinary crisis bargaining framework may, in a sense, be considered a special case of these

more general conditions. If private strength increases hassling effectiveness while having a

relatively low effect on war payoffs (SURI), then equilibrium payoffs increase with θ as in

traditional models, but the probability of war decreases. We see the converse pattern if

private strength degrades hassling effectiveness: the probability of war increases with θ as

usual, but the equilibrium utility is U-shaped.
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6 Terms of Settlement

In ordinary crisis bargaining games, states can only receive better terms at the bargaining

table by running a greater risk of war (Banks 1990, Lemma 3). Flexible responses like

hassling introduce a new means for states to obtain more favorable terms from a settlement.

Even with little or no threat of war, a state may use transgressions or hassling to shift

the balance of bargaining power. But because hassling is costly, any increase in hassling

must yield a commensurate benefit in the terms of settlement. Consequently, whenever we

compare two types that both end up avoiding war in the equilibrium of a flexible-response

crisis bargaining game, the one that hassles more must secure more favorable terms. If both

hassle the same amount, then they should receive identical settlements—just like states that

run the same risk of war in ordinary crisis bargaining games.

Proposition 5. If π(θ) = π(θ′) = 1 and h(θ) ≤ h(θ′), then VD(θ) ≤ VD(θ
′). Furthermore, if

h(θ) < h(θ′), then VD(θ) < VD(θ
′).

We can say even more about the relationship between private type and the terms of settle-

ment if we place additional structure on the model primitives. This exercise is closely related

to the characterization theorems in Banks (1990) and Fey and Ramsay (2011). Specifically,

if D’s type space is an interval and the cost functions are Lipschitz continuous, then marginal

changes in the settlement value can be derived from marginal differences in hassling costs

and hassling effectiveness. See Appendix C.2 for details.

7 Amount of Hassling

We have extended the traditional crisis bargaining framework to include alternative policy

options. Using the same mechanism design methodology that we have employed to study

classic questions about the likelihood of conflict and the distribution of goods in this setting,
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we can also explore new questions about the amount of hassling we should expect to observe

in a crisis. How does a state’s private type affect its propensity to hassle? To what extent

does the equilibrium level of hassling depend on the specifics of the bargaining protocol? We

now turn to these questions.

We have shown that greater hassling effectiveness is associated with greater utility in case

the crisis ends in a settlement (Proposition 3 and Proposition 4). We have also shown that

the only way to improve one’s payoff from a settlement is to choose greater levels of hassling

(Proposition 5). Intuitively, then, it would appear to follow that more effective types hassle

more in equilibrium. Yet this intuition only holds in general when the cost of hassling has

decreasing differences—i.e., when more effective types not only have lower absolute costs of

hassling, but also lower marginal costs.14

Proposition 6. Assume D’s hassling cost function has decreasing differences. If π(θ) =

π(θ′) = 1 and θ′ has greater hassling effectiveness than θ, then h(θ) ≤ h(θ′).

This result leaves open two possibilities about why more effective types receive greater payoffs

when war does not occur. One is that they hassle the same amount as lower types and receive

the same settlement, so the higher payoff comes solely from the reduced cost of hassling. The

other is that they hassle more and receive better terms at the bargaining table. As long as the

decreasing differences condition holds, Proposition 6 does let us rule out a third possibility—

that the more effective types hassle slightly less but at much lower cost, for a net increase

in payoff despite the decrease in terms of settlement.

If θ always degrades or increases hassling effectiveness and the cost function has decreasing

differences, Proposition 6 shows that the amount of hassling is a monotone function of D’s

private type. Can we establish more precise insights into the relationship between private

type and the equilibrium selection of hassling within the class of flexible-response crisis bar-
14We define the condition formally in Appendix C.1.
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gaining games? If θ degrades hassling effectiveness, the answer turns out to be no: virtually

any weakly decreasing and continuous function h(θ) can be sustained as the equilibrium of

some bargaining game.15 For example, there is always a game form whose equilibrium entails

every type of D either going to war or choosing the same amount of hassling. Consequently,

different bargaining protocols can lead to radically different amounts of hassling in equilib-

rium, even when the underlying model primitives (war payoffs, costs of hassling, etc.) are

the same.

Empirical research has found uncertain and variable effects of both conventional capabilities

(Braithwaite and Lemke 2011) and lower-level capabilities (e.g., Healey and Jervis 2020) on

crisis escalation. Our findings on the amount of hassling—which one might interpret as the

extent of escalation short of war—may help explain these empirical inconsistencies. The

equilibrium level of hassling in a given crisis situation depends not only on the underlying

technological variables, but also on highly contingent features of the bargaining game. These

“rules of the game” vary widely across international interactions as the product of endogenous

choices by states (McKibben 2015). In the context of our findings, this variation makes it

difficult to find consistent relationships between technological variables and escalation.

8 Additional Analysis

Our game-free approach allows us to characterize additional aspects of flexible-response crisis

bargaining. Formal details are in Appendix C.

Possibility of peace. Is conflict an inevitable result of crisis negotiations between cer-

tain states, or can it be avoided with the right choice of bargaining protocol? Even if

one particular game form ends inefficiently—whether through war or through high levels of

transgressions and hassling—that does not mean such an outcome is inevitable, as states
15See Appendix C.3.
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interacting under anarchy are not bound to follow any particular bargaining protocol.

We analyze when there is at least one game form that ends in a settlement with zero trans-

gressions or hassling regardless of D’s type. As long as the value of the prize is greater

than the sum of C’s expected war payoff and the strongest type of D’s war payoff, there is

a game form that ends with no war, transgressions, or hassling.16 This is almost identical

to the condition for a peaceful solution to the ordinary crisis bargaining problem (Fey and

Ramsay 2009, 2011). Additionally, our condition for peaceful outcomes to flexible-response

crisis bargaining is always satisfied when C’s war payoff does not depend on D’s type.17

Separate war payoffs and hassling costs. So far, we have treated D’s war payoffs and

hassling costs both as functions of the same private type, θ. We extend the framework to

make these separate components of D’s type, so that there is no longer necessarily a one-

to-one correspondence between war payoffs and hassling effectiveness. The main results of

our analysis continue to hold in this setting. An increase in D’s war payoff combined with

a decline in its hassling effectiveness can only increase the chance of war in equilibrium.18

However, the effect of a simultaneous increase in D’s war payoff and hassling effectiveness

depends on the relative magnitudes of the differences.19 Finally, D’s equilibrium payoff

increases with its war payoff and decreases with the cost of hassling, all else equal.20

9 Empirical Implications

9.1 When to Expect War

Our analysis offers a new perspective on what conditions lead to war. Past research suggests

that if an actor possesses a strong private capability or willingness to go to war, then war is
16Proposition C.3 in the Appendix.
17Corollary C.2 in the Appendix.
18Proposition C.4 in the Appendix.
19Proposition C.5 in the Appendix.
20Proposition C.6 in the Appendix.
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more likely to occur (Banks 1990; Fey and Ramsay 2011). In settings with multiple policy

responses, we find that it is inadequate to only consider private wartime payoffs to identify

when a crisis will end in war. We identify three primary cases of interest, which depend on

how private hassling effectiveness and private war effectiveness are related.

In the first case, war and hassling effectiveness move together, with private type improving

hassling effectiveness more than war effectiveness (formally, SURI holds). This case subverts

the theoretical expectations presented in Banks (1990) and Fey and Ramsay (2011), as

here being privately effective at war can lead to a lower likelihood of war. As an example,

as discussed previously, in the lead-up to Operation Outside the Box, Israel possessed a

technologically sophisticated private capacity for conducting an electronic warfare attack on

Syria. If we only considered the lessons from traditional crisis bargaining models, this set of

circumstance lends itself to a greater probability of war. Instead, the same capabilities that

would have made Israel effective in a war also made Israel effective in the low-level attack

they eventually carried out. To that end, this case offers an important caveat to when we

should expect war to occur.

In the second case, war and hassling effectiveness move together, with private type improving

war effectiveness more than hassling effectiveness (formally, WURI holds). Here, if a state

is privately more effective at war, they will be more likely to go to war, despite them also

being being more effective at hassling. As an example, consider the Soviet response to the

Hungarian Revolution. In Hungary in 1956, anti-Soviet revolutionaries ousted Soviet-backed

leadership and installed Imre Nagy as the Prime Minister, thus creating a crisis between the

countries. In the crisis, at first, Nikita Khrushchev and Soviet leadership initially considered

letting Nagy remain Prime Minister and engaging Hungary with some form of reconciliation

(Göncz, Gati and Ash 2002, Doc. 39). However, following the outbreak of the Suez Crisis,

Soviet leadership grew increasingly concerned about the international ramifications of letting

the revolution in Hungary drag out without a resolution or a firm response (Boyle 2005).

26



In this setting, we can conceptualize the Soviet’s internal desire to put forward a strong,

visible response, as the Soviet leadership’s private type. Note that this high private type—

this strong desire to act—did not necessitate a war. Even without a war and the removal of

Nagy, Soviet leadership believed they could continue exerting some influence in Hungary and

could have used both overt and covert means to shape the new political reality between the

two states (Göncz, Gati and Ash 2002, Doc. 39). However, Khrushchev was more willing to

go to war than to engage in hassling (Göncz, Gati and Ash 2002, Doc. 53). On November

4, the Soviet Union initiated Operation Whirlwind, sending over 30,000 troops to Budapest,

and suppressed the revolution in eight days. In this case, the Soviet Union possessed a

private willingness to use both hassling and war, but ultimately more preferred war.

In the third case, private war and hassling effectiveness move in opposite directions: as the

state becomes privately more capable or more willing to go to war, the state is less capable

or less willing to hassle. In this case, when the state is privately more effective at war,

war is more likely to occur. As an example of this, in the lead up to the 2003 invasion of

Iraq. Here, private type here can be conceptualized as the perceived internal shortcomings

of intermediate policy options. In this case, the United States possessed a strong private

willingness to go to war with Iraq, and internally assessed that intermediate policy options

or containment would not be effective (Coe 2018; Schram 2021).21 The Bush Administra-

tion both internally and externally voiced concerns about Saddam Hussein’s sponsorship of

terror and desire to build weapons of mass destruction (McKinney 2005). While limited

policy options could partially contain Iraq, the Bush Administration viewed the possibility

of even low-level containment failures as potentially catastrophic and preferred the more

decisive option of removing Hussein from power (Badie 2010). Additionally, while the Bush

Administration did make public statements to this effect, all evidence suggests that Iraq

underestimated US willingness to go to war and overestimated the likelihood of a low-level
21Note that this is different from the external, observed improvements in US hassling capabilities (as

discussed in Schram (2022)).
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attack (Woods et al. 2006, 15-16, 30, 96-97, 125). Through this conceptualization, because

the United States possessed a high-private type—a high private willingness to go to war

and a low private willingness to engage in low-level conflict—the US decision to invade and

depose Saddam is consistent with what the theory expects.

Together, these theoretical and historical cases demonstrate that knowing a state’s private

war capabilities or the state’s private willingness to go to war is not enough to determine

whether bargaining will end in war. Instead, knowing the relationship between private war

and hassling effectiveness is critical to understand how states will behave.

9.2 How to Use Our Results

Our analysis also offers insight into how developing military capabilities shapes international

affairs (i.e., when crises will end in war) and determines how states fare in international cri-

sis bargaining. As an illustration, consider the ongoing debate over the usefulness of aerial

bombing in conflict. Earlier studies have shown that aerial bombing capabilities can be use-

ful in hassling operations (Kreps and Fuhrmann 2011) or in a conventional war (Horowitz

and Reiter 2001; Allen and Martinez Machain 2019), but may be less effective in counterin-

surgency (Lyall 2013; Dell and Querubin 2018). These findings, while important in their own

right, do not address how airstrike technology shapes deterrence or bargaining.22 Each of

these papers evaluates the utility of aerial weapons conditional on bargaining having already

failed. It would be valuable to know how these weapons influence decision making in the

lead-up to crises, how they affect the chance of war, and whether they produce windfalls

for states that develop them. These questions are difficult to answer empirically: we cannot

observe the counterfactual where a given state does not develop airstrike capabilities, and it

is difficult to identify how these capabilities affect crisis initiation or behavior. Our theory is

well suited to address these questions. As shown in Figures 3 and 4, once we identify whether

private wartime capabilities improve or degrade hassling capabilities, then we can identify
22One notable exception is Post (2019), which analyzes airpower events as signals in compellence.
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how changes in wartime capabilities affect crisis outcomes. In other words, our results can

leverage existing research on how weapons systems function in war and hassling to better

speak to how international crises play out.

As an illustration, consider a crisis where:

(a) A defender state has private information about its ability to conduct airstrikes.

(b) The most feasible low-level conflict option is an airstrike (e.g., Operation Desert Fox).

(c) The war option would be a conventional war (e.g., Operation Desert Storm).

Because airstrike technology is dual-use for both hassling and war, then private capabilities

would have a positive effect on both war and hassling outcomes (noted by + symbols in

Table 1). Thus, if (a)–(c) held, then any model formalizing this case would find that the

defender’s privately known ability to conduct airstrikes would improve its overall payoffs

(Figure 4), but would not necessarily increase the chance of conventional war (Figure 3).

In contrast, consider a crisis where (a) and (b) held, but instead of (c):

(d) The war option would be a protracted counterinsurgency.

Based on the research cited above, airstrike capabilities would now be relatively ineffective

in war (the – symbol in Table 1). If (a), (b), and (d) held, then a model formalizing this

case would find that a defender state with a better private ability or willingness to conduct

airstrikes would be less likely to enter into a war (Figure 3), and may or may not end up

with greater payoffs (Figure 4).

A number of other conflict capabilities can be dual-use for hassling and war. We discuss

these further in Table 1. Consider electronic, cyber, or anti-satellite attack capabilities.

These capabilities allow states to perform well in both low-level conflict and conventional

war. During Operation Outside the Box (2007), Israel disabled Syrian air defenses with an

electronic warfare attack. While the full details of the electronic warfare attack have not
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been disclosed, any attack that allowed multiple Israeli aircraft to enter Syria and conduct

a raid without harassment plausibly could have also been used to conduct a more extensive

conventional attack (Katz 2010). Additionally, cyberattacks have been used as part of a

conventional war (Russia-Georgia War, 2008), in hassling as an independent act (Stuxnet and

Estonian cyber attacks), and in hassling as part of a cluster of other operations (the NotPetya

attacks targeting Ukraine) (Buchanan 2020; Gannon et al. 2020). Similarly, developments in

anti-satellite technologies have opened the possibility for disruption of GPS signals; low-level

disruptions could be used for hassling, and more serious disruptions could create problems

for modern air and sea warfare (Harrison et al. 2020). The second row of Table 1 summarizes

this. Electronic, cyber, and anti-satellite capabilities can be productive (+) both for targeted

strikes (as the ”Hassling Type”) and conventional war (as the “War Type”) because they are

dual-use technologies. Using our theory, if a state possesses a robust private cyber-attack

capability, we would anticipate this state doing better in the crisis bargaining, but we are

not able (without additional structure) to say whether this will increase the likelihood of

war.

Existing research suggests that a number of other capabilities positively affect some forms

of war and hassling. Airlift capabilities can facilitate special operations for use in low-level

conflict, conventional war, and irregular warfare (Bolkcom 2007). Third-party support for

violent non-state actors has been used for both hassling and war (Schultz 2010; Schram 2021).

Control of the information environment, intelligence operations, and influence operations

have both been used in extensively in hearts-and-minds counterinsurgencies (Shapiro and

Weidmann 2015).

Of course, some capabilities are only effective in certain forms of conflict. Airpower capabili-

ties may be useful in conventional war or certain forms of low-level conflict, but less useful in

winning protracted counterinsurgencies (Lyall 2013; Dell and Querubin 2018). Furthermore,

if states invest in electronic warfare capabilities to disrupt air defense systems, cyberwarfare
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Capability/Willingness
Mechanism

Hassling Type War Type Rationale

Airstrikes/Drones Targeted strikes against
military facilities (+)

Conventional
War (+)

Dual-Use
Technology

Electronic/Cyber/Anti-
Satellite Attacks

Disruption of military
systems or weapons

facilities (+)

Conventional
War (+)

Dual-Use
Technology

Airlift capabilities Special operations (+) Conventional/
Irregular War

(+)

Dual-Use
Technology

Militants on Retainer Supporting low-level
conflict/insurgency (+)

Conventional/
Irregular War

(+)

Dual-Use
Technology

Information/Influence
Operations

Undermining domestic
authority/promoting

discord (+)

Irregular War
(+)

Dual-Use
Technology

Information/Influence
Operations

Undermining domestic
authority/promoting

discord (+)

Conventional
War (–)

Specialized Tech-
nology/Budgetary

Issues
Air, Electronic, Cyber,
Anti-Satellite Attacks

Targeted strikes against
military facilities (+)

Irregular
War/COIN (–)

Specialized Tech-
nology/Budgetary

Issues
Conventional Navy gray

hulls optimized for
high-end naval

warfighting

Countering naval gray
zone operations (–)

Conventional
War (+)

Specialized Tech-
nology/Budgetary

Issues

Domestic Electoral
Considerations

Sanctions, hassling, or
any other low-level

response (–)

Conventional
War (+)

Rally ’round the
Flag

Domestic Political
Economy Considerations

Sanctions or low-level
conflict (+/–)

Conventional
War (+/–)

Political Elite
Disconnect

Table 1: How various mechanisms affect hassling and war capacities. The + symbol indicates
that the mechanism improves the corresponding hassling operations or war type; the – symbol
denotes a detriment.
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tools to disrupt industrial or nuclear processes, or anti-satellite tools, they may invest less in

the capabilities needed to win population-centric counterinsurgencies (Berman, Shapiro and

Felter 2011). Similarly, influence or information operations may be critical to certain kinds

of hassling or counterinsurgency contexts, but may be less important in conflicts that rely

heavily on conventional firepower.23 Finally, many conventional technologies are unsuited to

combat hassling. For example, the U.S. Navy, Marine Force, and Coast Guard jointly issued

a report suggesting that conventional naval vessels may not be as effective in deft handling

of gray zone attacks in the Pacific theater (Berger, Gilday and Schultz 2020; Owen 2021).

Factors besides military capabilities could also alter leaders’ willingness to opt for certain

forms of conflict. Analyses of the “rally-round-the-flag” phenomenon suggest that larger mil-

itary operations, especially wars, generate an increase in public support for domestic leader-

ship (Baker and Oneal 2001). This effect could alter a leader’s preferences, causing them to

prefer war over hassling operations. Alternatively, domestic political economy considerations

can also shape leaders’ incentives. For example, in 1954, the United States provided arms,

funds, and training to Guatemalan rebels who overthrew Jacobo Árbenz and installed right-

wing dictator Castillo Armas—a move that benefited the politically connected United Fruit

Company (Kinzer 2007, 125–147) in ways that sanctions would not. Similarly, while “blood

for oil” may not fully explain the 2003 Iraq invasion (Stokes 2007), oil market considerations

could have still increased leaders’ private willingness to go to war rather than implement

half-measures and hassle. Conversely, relevant domestic actors might prefer low-level action

over war, such as those who would benefit from economic sanctions or tariffs.

10 Conclusion

Why does war occur? Using crisis bargaining models, a broad set of influential game theoretic

research has identified a remarkably consistent answer to this foundational question: when
23For example, Operation Desert Storm (a conventional conflict) placed less emphasis on “winning hearts

and minds” than did Operation Iraqi Freedom (a protracted counterinsurgency campaign) (Nagl et al. 2008).
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one state possesses a greater private ability or willingness to go to war, the game is more likely

to end in war. However, crisis bargaining models make the common simplifying assumption

that the game ends in either war or in peace. In practice, we know that this is not true, as

states face a broad array of policy options when in a crisis. The question, then, is whether

this simplifying assumption is innocuous, or if this simplifying assumption shapes how these

models answer the war puzzle.

To address this, we put forward a new class of models—flexible-response crisis bargaining

models—and conducted a comprehensive analysis of them using the tools of mechanism

design. These flexible-response crisis bargaining models represent a useful adaptation of

the standard, dichotomous crisis bargaining framework, where war and peace are the only

possible outcomes. In our framework, states can engage in a continuum of conflict operations;

this better captures the conditions of actual international crises, in which states select from an

array of options like sanctions or gray zone operations. Rather than solve a single game form,

we have identified the properties shared by all equilibria in the full class of flexible-response

crisis bargaining games. This general analysis allows us to be confident that our results are

not driven by specifics of the game form or a specific equilibrium, but are generalizable to

all flexible-response crisis bargaining models.

Our most surprising results are those that differ from the Banks (1990) and Fey and Ramsay

(2011) monotonicity results. While existing research has shown that improved private war

capabilities or a greater private willingness to go to war can never decrease the likelihood of

war, we demonstrate that this relationship is more nuanced when war capabilities can also

benefit low-level conflict capabilities. Similarly, while Banks (1990) and Fey and Ramsay

(2011) have shown that an improved private ability to conduct war always produces a greater

utility, we find that these results do not necessarily hold when a robust ability to go to war

can reduce an actor’s ability to effectively sanction or hassle.

One key implication of our research is that the concepts of “strength” and “power” in interna-
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tional relations are more complex than previous research has indicated. Within traditional

crisis bargaining models, as discussed in Banks (1990) and Fey and Ramsay (2011), strength

and power correspond to a state’s ability to perform well in war. Within traditional crisis

bargaining models, these concepts have theoretical importance, driving equilibrium outcomes

and payoffs (Ramsay 2017). Furthermore, in conjunction with this theoretical work, empiri-

cal international relations scholars often use measures of wartime capacity as key explanatory

variables for international interactions (see Singer 1988; Kadera and Sorokin 2004; Carroll

and Kenkel 2019). But within our flexible-response crisis bargaining framework, the old

paradigm of using wartime capabilities as measures of strength and power is less informa-

tive; after all, as Figure 2 shows, the “weaker” type (by traditional metrics) may outperform

the “stronger” one. Instead, international interactions are shaped by a state’s full range of

capabilities, including their ability to conduct sanctions, their capacity to support third-

party militants, their capability to execute effective cyberattacks, and their aptness for a

wide range of other coercive policy options. In summary, our research advocates a broader

approach to understanding strength and power: a state’s coercive power is not a function of

wartime strength alone, but rather is a holistic measure, taking into consideration the broad

range of policies that states have at their disposal.

Theoretically, there is more work to be done to understand how flexible policy tools affect

the outcomes of international crises. First, one could extend our flexible-response crisis

bargaining framework to scenarios where observations of transgressions or hassling decisions

are noisy. Such an extension could capture, for example, settings where a transgression

is imperfectly observed or where attribution is difficult. These include cyberwarfare with

attribution problems (Baliga, Bueno de Mesquita and Wolitzky 2020), as well as when the

hidden development of technological capabilities is itself the transgression (e.g., Meirowitz

et al. 2019). Second, our initial work here has treated the transgression and hassling options

as choices along a single dimension. In practice, states may choose among many distinct

instruments of flexible responses. Third, we treat hassling and war as distinct policy options.
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Future game-form free analyses can do more to treat distinct policy options as related—for

example, hassling choices in bargaining may shape war payoffs (as in Qiu 2022a), or forms

of low-level conflict may increase or decrease the likelihood of an elevated response (as

formalized in Powell 2015 and described in Schelling 1980 and Kahn 2017). By building out

a more sophisticated framework with multidimensional flexible responses, future research

could provide even more accurate descriptions of policy choices in international crises.
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A Equilibrium and Direct Mechanism
Consider a game form G = (BC ,BD, g), where g = (πg, V g

C , V
g
D). A pure strategy perfect

Bayesian equilibrium in G is an assessment consisting of:

• C’s bargaining strategy, b∗C ∈ BC .1

• C’s transgression, t∗(bD, h). We write this as a mapping t∗ : BD ×H → T because C’s
transgression may depend on D’s bargaining strategy or hassling.

• Each type of D’s bargaining action b∗D(θ) and hassling h∗(θ), where b∗D : Θ → BD and
h∗ : Θ → H.

• C’s beliefs about θ at each information set.
1We allow bC to represent a complete contingency plan in an extensive form game, so we do not explicitly

write this as a function of D’s bargaining strategy or hassling.
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We can define an outcome-equivalent direct mechanism for D in terms of three functions:

• Hassling level:
h(θ) = h∗(θ).

• Whether the interaction ends in a settlement:

π(θ) = πg (b∗C , b
∗
D(θ)) .

• D’s spoils from bargaining in case bargaining prevails:

VD(θ) = V g
D (t∗(b∗D(θ), h

∗(θ)), h∗(θ), b∗C , b
∗
D(θ)) .

Treating C’s equilibrium strategy as given, the expected utility to type θ of following the
strategy of type θ′ is:

UD(θ
′ | θ) = ug

G (t∗(b∗D(θ
′), h∗(θ′)), h∗(θ′), b∗C , b

∗
D(θ

′) | θ)
= [1− πg(b∗C , b

∗
D(θ

′))]WD(θ)

+ πg(b∗C , b
∗
D(θ

′)) [V g
D(t

∗(b∗D(θ
′), h∗(θ′)), h∗(θ′), b∗C , b

∗
D(θ

′))−KD(h
∗(θ′), θ)]

= [1− π(θ′)]WD(θ) + π(θ′) [VD(θ
′)−KD(h(θ

′), θ)] .

Consequently, incentive compatibility is equivalent to

[1−π(θ)]WD(θ)+π(θ) [VD(θ)−KD(h(θ), θ)] ≥ [1−π(θ′)]WD(θ)+π(θ′) [VD(θ
′)−KD(h(θ

′), θ)]

for all θ, θ′ ∈ Θ.

B Proofs

B.1 Proof of Lemma 1

This result, as well as Lemma 2 below, depends on the following auxiliary result on the
expected utility from mimicking various types in the absence of hassling.

Lemma B.1. If h = 0 and θ′ < θ′′,

ΦD(θ
′′ | θ′) ≤ ΦD(θ

′ | θ′) ≤ ΦD(θ
′ | θ′′) ≤ ΦD(θ

′′ | θ′′).

Proof. The first and third inequalities follow from (IC). The second follows because WD is

2



increasing and h = 0:

ΦD(θ
′ | θ′) = π(θ′)[VD(θ

′)−KD(0, θ
′)] + (1− π(θ′))WD(θ

′)

= π(θ′)VD(θ
′) + (1− π(θ′))WD(θ

′)

≤ π(θ′)VD(θ
′) + (1− π(θ′))WD(θ

′′)

= π(θ′)[VD(θ
′)−KD(0, θ

′′)] + (1− π(θ′))WD(θ
′′)

= ΦD(θ
′′ | θ′).

Lemma 1. If h = 0 and θ′ < θ′′, then π(θ′) ≥ π(θ′′).

Proof. Lemma B.1 implies

ΦD(θ
′′ | θ′′)− ΦD(θ

′′ | θ′) ≥ ΦD(θ
′ | θ′′)− ΦD(θ

′ | θ′),

which is equivalent to

(1− π(θ′′))[WD(θ
′′)−WD(θ

′)] ≥ (1− π(θ′))[WD(θ
′′)−WD(θ

′)].

As WD(θ
′′) > WD(θ

′), this in turn implies π(θ′) ≥ π(θ′′).

B.2 Proof of Proposition 1

Proposition 1. Assume θ degrades hassling effectiveness. If θ′ < θ′′, then π(θ′) ≥ π(θ′′).

Proof. For a proof by contradiction, suppose θ′ < θ′′ and π(θ′) < π(θ′′). This implies
π(θ′) = 0 and π(θ′′) = 1. (VA) implies

VD(θ
′′)−KD(h(θ

′′), θ′′) ≥ WD(θ
′′).

(IC), combined with the assumption that θ′ degrades hassling effectiveness, implies

WD(θ
′) ≥ VD(θ

′′)−KD(h(θ
′′), θ′) ≥ VD(θ

′′)−KD(h(θ
′′), θ′′).

Combining these inequalities gives WD(θ
′) ≥ WD(θ

′′), a contradiction.

B.3 Proof of Proposition 2

Proposition 2. Assume θ improves hassling effectiveness, and let θ′ < θ′′. If (WURI) holds,
then π(θ′) ≥ π(θ′′). If (SURI) holds, then π(θ′) ≤ π(θ′′).

Proof. We will prove the claims by contraposition. Let θ′ < θ′′, and suppose π(θ′) < π(θ′′)
(i.e., π(θ′) = 0 and π(θ′′) = 1). We want to prove that this implies (WURI) does not hold.
Note that (VA) implies

VD(θ
′′)−KD(h(θ

′′), θ′′) ≥ WD(θ
′′),
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while (IC) implies
WD(θ

′) ≥ VD(θ
′′)−KD(h(θ

′′), θ′).

Combining these gives

WD(θ
′) +KD(h(θ

′′), θ′) ≥ VD(θ
′′) ≥ WD(θ

′′) +KD(h(θ
′′), θ′′),

which in turn implies

WD(θ
′′)−WD(θ

′) ≤ KD(h(θ
′′), θ′)−KD(h(θ

′′), θ′).

Because π(θ′′) = 1, this means (WURI) cannot hold, establishing the first claim of the
lemma. An analogous argument establishes that (SURI) cannot hold if π(θ′) > π(θ′′) (i.e.,
π(θ′) = 1 and π(θ′′) = 0).

B.4 Proof of Lemma 2

Lemma 2. If h = 0 and θ′ < θ′′, then UD(θ
′) ≤ UD(θ

′′).

Proof. Immediate from Lemma B.1.

B.5 Proof of Proposition 3

Proposition 3. Assume θ improves hassling effectiveness. If θ′ < θ′′, then UD(θ
′) ≤ UD(θ

′′).
The inequality is strict if π(θ′) = 0 or h(θ′) > 0.

Proof. When θ improves hassling effectiveness, (IC) implies

UD(θ
′′) = (1− π(θ′′))WD(θ

′′) + π(θ′′)[VD(θ
′′)−KD(h(θ

′′), θ′′)]

≥ (1− π(θ′))WD(θ
′′) + π(θ′)[VD(θ

′)−KD(h(θ
′), θ′′)]

≥ (1− π(θ′))WD(θ
′) + π(θ′)[VD(θ

′)−KD(h(θ
′), θ′)]

= UD(θ
′).

If π(θ′) = 0, then the second inequality above is strict. The same is true if π(θ′) = 1 and
h(θ′) > 0.

B.6 Proof of Proposition 4

The proof depends on a more general property of hassling effectiveness and equilibrium
utility:

Lemma B.2. If π(θ′) = π(θ′′) = 1 and θ′ has greater hassling effectiveness than θ′′, then
UD(θ

′) ≥ UD(θ
′′) (strictly if h(θ′′) > 0).
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Proof. By (IC), we have

UD(θ
′) ≥ VD(θ

′′)−KD(h(θ
′′), θ′)︸ ︷︷ ︸

ΦD(θ′′ | θ′)

≥ VD(θ
′′)−KD(h(θ

′′), θ′′) = UD(θ
′′). (B.1)

The second inequality of Equation B.1 is strict if h(θ′′) > 0.

Proposition 4. Assume θ degrades hassling effectiveness. There exists θ̂ such that π(θ) = 1
for all θ < θ̂ and π(θ) = 0 for all θ > θ̂. If θ′ < θ′′ < θ̂, then UD(θ

′) ≥ UD(θ
′′) (strictly if

h(θ′′) > 0). If θ̂ < θ′ < θ′′, then UD(θ
′) < UD(θ

′′).

Proof. The claim about θ̂ follows from Proposition 1. The next claim then follows from
Lemma B.2. The final claim follows because WD is strictly increasing in θ.

B.7 Proof of Proposition 5

Proposition 5. If π(θ) = π(θ′) = 1 and h(θ) ≤ h(θ′), then VD(θ) ≤ VD(θ
′). Furthermore, if

h(θ) < h(θ′), then VD(θ) < VD(θ
′).

Proof. (IC) implies

VD(θ
′)−KD(h(θ

′), θ′) ≥ VD(θ)−KD(h(θ), θ
′),

which is equivalent to

VD(θ
′)− VD(θ) ≥ KD(h(θ

′), θ′)−KD(h(θ), θ
′).

If h(θ) ≤ h(θ′), then the RHS is non-negative, and the first claim follows. If h(θ) < h(θ′),
then the RHS is strictly positive, and the second claim follows.

B.8 Proof of Proposition 6

Proposition 6. Assume D’s hassling cost function has decreasing differences. If π(θ) =
π(θ′) = 1 and θ′ has greater hassling effectiveness than θ, then h(θ) ≤ h(θ′).

Proof. (IC) implies:

VD(θ)−KD(h(θ), θ) ≥ VD(θ
′)−KD(h(θ

′), θ),

VD(θ
′)−KD(h(θ

′), θ′) ≥ VD(θ)−KD(h(θ), θ
′).

A rearrangement of terms gives

KD(h(θ
′), θ′)−KD(h(θ), θ

′) ≤ VD(θ
′)− VD(θ) ≤ KD(h(θ

′), θ)−KD(h(θ), θ).

(DD) therefore implies h(θ) ≤ h(θ′).
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C Additional Analysis

C.1 Sufficient Condition for WURI

With additional conditions on the model primitives, we can ensure that the war utility is
increasing relative to the hassling utility, meaning that the likelihood of conflict increases with
D’s type. In particular, we need the hassling cost function to have decreasing differences,
which implies that types with lower absolute costs also have lower marginal costs. This
condition ensures that D’s settlement utility has the single-crossing property, allowing us
to characterize monotone comparative statics without imposing specific functional forms
(Ashworth and Bueno de Mesquita 2006).

Definition 4. The cost function KD has decreasing differences in h and θ if

θ′ has greater hassling effectiveness than θ ⇒
KD(h

′, θ′)−KD(h, θ
′) < KD(h

′, θ)−KD(h, θ) for all h < h′.
(DD)

In addition to the cost function having decreasing differences, we also need the marginal
effect of θ on the war payoff to always exceed its marginal effect on the hassling cost when
h is at its upper bound. Under these conditions, higher types are more likely to end up at
war regardless of the exact negotiating protocol employed.

Lemma C.3. Assume θ improves hassling effectiveness, (DD) holds, and maxH = h̄ < ∞.
If WD(θ

′′)−WD(θ
′) > KD(h̄, θ

′)−KD(h̄, θ
′′) for all θ′, θ′′ ∈ Θ such that θ′ < θ′′, then (WURI)

holds.

Proof. For all h < h̄ and θ′ < θ′′, (DD) implies

KD(h̄, θ
′′)−KD(h, θ

′′) < KD(h̄, θ
′)−KD(h, θ

′),

which is equivalent to

KD(h̄, θ
′)−KD(h̄, θ

′′) > KD(h, θ
′)−KD(h, θ

′′).

Therefore, under the hypothesis of the lemma, we have

WD(θ
′′)−WD(θ

′) > KD(h̄, θ
′)−KD(h̄, θ

′′) ≥ KD(h, θ
′)−KD(h, θ

′′)

for all h ∈ H, which implies (WURI).

There is not an analogous sufficient condition for the settlement utility to be relatively
increasing. The obstacle here is our assumption that h = 0 has the same cost (zero) for
all types. This means the marginal effect of θ on hassling costs is zero for h = 0, ruling
out any way for the marginal effect of θ on the hassling cost to always exceed its effect on
the war payoff. At most, if we assume decreasing differences in the cost of hassling, we can
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make the SURI condition slightly less onerous to check. In this case, letting
¯
h denote the

minimal hassling among types that end up in a bargained resolution, a sufficient condition
is that WD(θ

′)−WD(θ) < KD(
¯
h, θ)−KD(

¯
h, θ′) for all θ < θ′. In any equilibrium where this

condition holds, we cannot have low types settle while high types go to war.

C.2 Terms of Settlement

Placing additional structure on the model primitives allows us to be even more specific about
the relationship between the extent of hassling and the value of settlement. First, we will
assume D’s type is drawn from an interval, θ ∈ [

¯
θ, θ̄]. This requirement effectively allows us

to strengthen the incentive compatibility conditions for equilibrium, as we can now say that
every type of D must find it unprofitable to mimic the strategy of a marginally stronger or
weaker type. Second, we will assume a degree of differentiability (and thus continuity) in
the relationship between private type and war payoffs, as well as that between private type,
hassling amount, and the cost of hassling.2 These assumptions allow us to characterize local
incentive compatibility conditions—the lack of incentive to mimic a slightly lower or higher
type—in terms of derivatives of the war payoff and hassling cost functions. We refer to the
collection of these assumptions as bounded variation conditions, or (BV).

Definition 5. The model has bounded variation if WD and KD are differentiable and

Θ = [
¯
θ, θ̄] where

¯
θ < θ̄,

|WD(θ)−WD(θ
′)| ≤ MW |θ − θ′| for all θ, θ′ ∈ Θ, where MW < ∞,

|KD(h, θ)−KD(h
′, θ′)| ≤

MD∥(h, θ)− (h′, θ′)∥
for all h, h′ ∈ H

and θ, θ′ ∈ Θ, where MD < ∞,

 (BV)

where MW ≥ 0 and MD ≥ 0 are real constants.

The bounded variation conditions allow us to apply the “envelope theorem” commonly em-
ployed in mechanism design analyses of crisis bargaining models (Banks 1990; Fey and Ram-
say 2011).3 The following lemma shows how these conditions imply differentiability of ΦD

with respect to D’s true type.

Lemma C.4. Assume (BV) holds. For all θ, θ′ ∈ Θ, ΦD is differentiable with respect to θ,
and

∂ΦD(θ
′ | θ)

∂θ
= (1− π(θ′))

dWD(θ)

dθ
− π(θ′)

∂KD(h(θ
′), θ)

∂θ
.

Proof. The existence of ∂ΦD/∂θ follows from (BV). The expression in the lemma then
follows immediately from the definition of ΦD.

2Specifically, we assume WD and KD are Lipschitz continuous, a weaker requirement than continuous
differentiability.

3The MW and MD terms are simply real-valued constants.
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Given just a few endogenous elements of the equilibrium, we can determine every type’s
equilibrium payoff, which in turn will allow us to back out the precise terms of settlement for
each type that ends up avoiding war. All we need to know are the lowest type’s equilibrium
utility,4 whether each type ends up at war, and the extent of hassling carried out by those
types that end up avoiding war. The following proposition gives a precise statement of UD(θ)
as a function of these equilibrium quantities.

Proposition C.1. Assume (BV) holds. For all θ0 ∈ Θ,

UD(θ0) = UD(
¯
θ) +

∫ θ0

¯
θ

(1− π(θ))
dWD(θ)

dθ
dθ −

∫ θ0

¯
θ

π(θ)
∂KD(h, θ)

∂θ

∣∣∣∣
h=h(θ)

dθ.

Proof. (IC) implies UD(θ) = supθ′∈ΘΦD(θ
′ | θ) for all θ ∈ Θ. Therefore, by Milgrom and

Segal (2002, Theorem 1),
dUD(θ)

dθ
=

∂ΦD(θ
′ | θ)

∂θ

∣∣∣∣
θ′=θ

at each point where UD is differentiable. Furthermore, (BV) implies ΦD is Lipschitz contin-
uous in θ. The claim then follows from Lemma C.4 and Milgrom and Segal (2002, Corol-
lary 1).

The complex integral stated in Proposition C.1 boils down to two essential facts about
the relationship between private type and equilibrium payoffs. First, for types that go to
war, the marginal increase in utility as θ increases is, naturally, the same as the marginal
increase in war payoff. Second, among those that settle in equilibrium, the marginal change
in equilibrium payoff depends exactly on the marginal effect of private type on the cost of
hassling. This second fact is what allows us to identify the value of settlement once we know
which types settle and how much they spend on hassling. Suppose there is an interval of
types [θ′, θ′′] ⊆ Θ which all choose to settle in equilibrium. We can use Proposition C.1 to
characterize how the terms of the bargain differ between the poles of this interval:

VD(θ
′′)− VD(θ

′) = KD(h(θ
′′), θ′′)−KD(h(θ

′), θ′)︸ ︷︷ ︸
cost difference

−
∫ θ′′

θ′

∂KD(h, θ)

∂θ

∣∣∣∣
h=h(θ)

dθ︸ ︷︷ ︸
effectiveness premium

.

The first term here, the cost difference, is a baseline: incentive compatibility means the terms
of settlement must adjust at least roughly in accordance with the cost paid for hassling. If
not for the second term, the effectiveness premium, then each type θ ∈ [θ′, θ′′] would have the
same equilibrium payoff. The effectiveness premium represents the additional benefit that
states with greater hassling effectiveness can extract from bargaining. For example, suppose
θ improves hassling capability, so KD is decreasing in θ. Then the effectiveness term will be
positive, more so if there is a steep relationship between private type and the marginal cost

4In fact, all that is necessary is to know the equilibrium payoff of a single type, not necessarily that of
¯
θ.
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of hassling. Conversely, there will be no benefit from the effectiveness premium if hassling
does not take place. If h(θ) = 0 for all θ ∈ [θ′, θ′′], then the cost difference and effectiveness
premium are both zero, and all types in this interval receive the same settlement. We are then
back in the world of ordinary crisis bargaining games, where the only source of bargaining
leverage is the threat of war.

In the special case where the model has bounded variation and θ degrades hassling capability,
we can further identify the value of settlement. We know from Proposition 1 that any
equilibrium in this case will be characterized by a cutpoint θ̂ ∈ Θ, with all types below θ̂
settling in equilibrium and all types above it going to war. We can then characterize the
settlement value for all types below the cutpoint in terms of the cutpoint type’s war payoff
and the choice of hassling by each intermediate type.

Corollary C.1. Assume θ degrades hassling effectiveness and (BV) holds. There exists θ̂ ∈ Θ
such that π(θ) = 1 for all θ < θ̂ and π(θ) = 0 for all θ > θ̂. If

¯
θ < θ̂ < θ̄, then for all θ0 < θ̂,

VD(θ0) = WD(θ̂) +KD(h(θ0), θ0) +

∫ θ̂

θ0

∂KD(h, θ)

∂θ

∣∣∣∣
h=h(θ)

dθ. (C.2)

Proof. Proposition 1 implies the existence of the cutpoint θ̂. We then have UD(θ) = WD(θ)
for all θ > θ̂. (BV) implies that WD is continuous and Proposition C.1 implies that UD is
continuous, so if θ̂ ∈ (

¯
θ, θ̄) we have UD(θ̂) = WD(θ̂). For θ0 < θ̂, Proposition C.1 then gives

VD(θ0) = UD(θ0) +KD(h(θ0), θ0)

= UD(θ̂) +KD(h(θ0), θ0) +
[
UD(θ0)− UD(θ̂)

]
= WD(θ̂) +KD(h(θ0), θ0) +

∫ θ̂

θ0

∂KD(h, θ)

∂θ

∣∣∣∣
h=h(θ)

dθ.

This result is useful for two reasons. First, it shows that we need relatively little information
about the equilibrium to identify settlement values in flexible-response crisis bargaining
games when θ degrades hassling capability. As long as we know the lowest type that goes
to war and the amount of hassling exerted by each lower type, we can derive the exact
settlement level in equilibrium. Importantly, if two bargaining games result in the same
cutpoint type and the same amount of hassling below the cutpoint, they will also result
in the exact same terms of settlement for each type of D, even if the bargaining processes
themselves are quite dissimilar. Second, the necessary condition provided by Corollary C.1
turns out to be sufficient. Specifically, for any non-decreasing hassling plan h(θ), if we
allocate settlement values according to the given formula for VD, the resulting mechanism is
incentive compatible and satisfies voluntary agreements.
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C.3 Extent of Hassling

Here we formally state and prove the result mentioned in the text: If θ degrades hassling
effectiveness, then any weakly decreasing and absolutely continuous hassling plan can be
supported as the equilibrium of some game form.

Proposition C.2. Assume θ degrades hassling effectiveness and (BV) and (DD) hold. Let
h be any non-increasing and absolutely continuous function from [

¯
θ, θ̄] into H. Take any

θ̂ ∈ (
¯
θ, θ̄), let π(θ) = 1{θ ≤ θ̂}, and let VD(θ) be defined by Equation C.2. The direct

mechanism (h, π, VD) satisfies (IC) and (VA).

Proof. As a preliminary, note that because KD is Lipschitz and h is absolutely continuous,
KD(h(θ), θ) is absolutely continuous when viewed as a function of θ (Cobzaş, Miculescu
and Nicolae 2019, Corollary 3.3.9). Consequently, VD is absolutely continuous and thus
differentiable almost everywhere on [

¯
θ, θ̂).

Now take any θ, θ′ ∈ Θ. If θ′ < θ̂, then

ΦD(θ
′ | θ) = VD(θ

′)−KD(h(θ
′), θ)

= WD(θ̂) +KD(h(θ
′), θ′)−KD(h(θ

′), θ) +

∫ θ̂

θ′

∂KD(h, θ
′′)

∂dθ′′

∣∣∣∣
h=h(θ′′)

dθ′′.

Therefore, for almost all θ′ < θ̂, we have

∂ΦD(θ
′ | θ)

∂θ′
=

∂KD(h(θ
′), θ′)

∂h

dh(θ′)

dθ′
+

∂KD(h(θ
′), θ′)

∂θ′

− ∂KD(h(θ
′), θ)

∂h

dh(θ′)

θ′
− ∂KD(h(θ

′), θ′)

∂θ′

=
dh(θ′)

θ′︸ ︷︷ ︸
≤0

[
∂KD(h(θ

′), θ′)

∂h
− ∂KD(h(θ

′), θ)

∂h

]
.

Because θ degrades hassling effectiveness, (DD) implies that the term in brackets is non-
negative if θ ≤ θ′ and non-positive if θ ≥ θ′. Next, notice that

lim
θ′→θ̂−

ΦD(θ
′ | θ)

= lim
θ′→θ̂−

[
WD(θ̂) +KD(h(θ

′), θ′)−KD(h(θ
′), θ) +

∫ θ̂

θ′

∂KD(h, θ
′′)

∂dθ′′

∣∣∣∣
h=h(θ′′)

dθ′′

]
= WD(θ̂) +KD(h(θ̂), θ̂)−KD(h(θ̂), θ).

Therefore, if θ ≤ θ̂, then

lim
θ′→θ̂−

ΦD(θ
′ | θ) ≥ WD(θ̂) ≥ WD(θ) = lim

θ′→θ̂+
ΦD(θ

′ | θ).
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Conversely, if θ ≥ θ̂, then

lim
θ′→θ̂−

ΦD(θ
′ | θ) ≤ WD(θ̂) ≤ WD(θ) = lim

θ′→θ̂+
ΦD(θ

′ | θ).

Finally, we have ΦD(θ
′ | θ) = WD(θ) for all θ′ > θ̂. Altogether, these findings imply ΦD(θ

′ | θ)
is non-decreasing in θ′ if θ′ ∈ [

¯
θ, θ] and non-increasing in θ′ if θ′ ∈ [θ, θ̄]. Therefore, (IC)

holds. These results also imply UD(θ) ≥ limθ→θ̂− ΦD(θ
′ | θ) = WD(θ) for all θ ≤ θ̂, so (VA)

also holds.

This result demonstrates that incentive compatibility and voluntary agreements alone place
no restrictions on the pattern of hassling across types beyond the fact that more effective
types cannot engage in less of it. Consequently, the specifics of the relationship between
effectiveness and the degree of hassling are model-dependent. For example, we cannot deter-
mine from the primitives alone whether all types hassle to the same degree, or whether there
is some separation in levels of hassling. This will depend on how bargaining takes place and
the precise effects of hassling choices on non-war payoffs.

C.4 Possibility of Peace

In the context of flexible-response crisis bargaining, we must be explicit about what peace
entails. At a minimum, as in ordinary crisis bargaining games, the game must end with a
negotiated settlement for all types of D. Furthermore, because transgressions and hassling
may be interpreted as forms of low-level conflict, our primary focus is on equilibria in which
C chooses t = 0 and each type of D chooses h = 0. Mirroring the terminology of Fey and
Ramsay (2011), we will say an equilibrium is always peaceful if it meets these conditions.

In our baseline flexible-response context, the sufficient condition for peace is virtually the
same as in ordinary crisis bargaining models. In particular, it must be possible to divide the
pie so as to simultaneously satisfy both C (assuming C’s knowledge of D’s type is limited to
the prior distribution) and the strongest type of D. In what follows, let ŴC = E[WC(θ)] =∫
Θ
WC(θ) dF (θ), C’s prior expectation of its own war payoff.

Proposition C.3. If ŴC + WD(θ̄) ≤ 1, then there is a flexible-response crisis bargaining
game form with voluntary agreements that has an always peaceful equilibrium.

Proof. We prove the result by construction. Consider the following extensive form game:

1. C chooses t ∈ T .

2. D chooses h ∈ H.

3. C and D simultaneously choose bC ∈ {0, 1} and bD ∈ {0, 1}.

War occurs if either player chooses bi = 1:

πg(bC , bD) = 1 {bC + bD > 0} .
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Baseline payoffs are divided according to the war payoff for the strongest type of D, with
each player paying a penalty Z > 0 if the other chooses a non-zero flexible response:

V g
C (t, h, bC , bD) = 1−WD(θ̄)− Z · 1 {h > 0} ,

V g
D(t, h, bC , bD) = WD(θ̄)− Z · 1 {t > 0} .

Assume Z is arbitrarily large—specifically, Z > max
{
1−WD(θ̄)− ŴC ,WD(θ̄)−WD(

¯
θ)
}

.
Note that this game has voluntary agreements, as each player can guarantee war by choosing
bi = 1.

We claim that the following strategy profile constitutes an equilibrium of this game:

1. C chooses t = 0.

2. Following all choices of t, D chooses h = 0.

• C’s beliefs about D’s type remain at the prior following all (t, h).

3. C chooses bC = 1 if and only if h > 0. D chooses bD = 1 if and only if t > 0.

Because Z was chosen to be arbitrarily large, the choices of bargaining strategy when h > 0
or t > 0 are clearly best responses. Now consider the case when h = t = 0. For C, deviating
to bC = 1 would result in an expected payoff of ŴC ≤ 1 − WD(θ̄), which is unprofitable.
For any type of D, deviating to bD = 1 would result in a payoff of WD(θ) ≤ WD(θ̄), which
is unprofitable. The bargaining strategies therefore comprise a Bayesian Nash equilibrium.
Moving up the game tree, a deviation by C to t > 0 or by D to h > 0 would result in war,
which we have just shown is worse than the payoffs from the proposed strategies. Finally, note
that C’s beliefs are updated in accordance with Bayes’ rule whenever possible. Therefore,
the proposed strategy profile is a perfect Bayesian equilibrium.

The condition of Proposition C.3 is least likely to hold when the distribution of D’s type is
right-skewed. In this case, C’s expected war payoff will be relatively high, since D’s type is
likely to be low. It will thus be impossible to satisfy the strongest type of D while giving
C at least its expected war payoff. Because strong types of D are rare in this setting, the
equilibrium chance of conflict will be low, but not zero.

If C’s war payoff is independent of D’s type (i.e., D’s type only affects its cost of war, not its
probability of victory), then the condition of Proposition C.3 always holds. A distribution
of the pie following the probability of war will be acceptable both to C and to all types of
D. The following result is a direct analogue of Proposition 2 in Fey and Ramsay (2011).

Corollary C.2. If WC(θ) = p − cC and WD(θ) = 1 − p − cD(θ), where cD : Θ → R+, then
there is a flexible-response crisis bargaining game form with voluntary agreements that has
an always peaceful equilibrium.

Proof. The result follows from Proposition C.3, as ŴC +WD(θ̄) = 1− cC − cD(θ̄) < 1.
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Because we have assumed transgressions and hassling only affect payoffs from negotiations,
our conditions for always peaceful equilibria do not depend on the costs of these options. If
the war payoffs were also functions of t and h, then the players’ reservation values for conflict
would depend on their marginal effects and costs. Therefore, in order for flexible responses
to materially affect the prospects for peace, responses must shape payoffs in war as well as
peace.5

C.5 Two-Dimensional Type

In the main framework, we treat D’s war payoff and hassling costs as both being functions
of a single type parameter, θ. We now relax this assumption, allowing separate types to
control D’s war payoff and hassling costs. In contrast with the main framework, this allows
for situations where two types of D might have identical war payoffs but different hassling
costs. Our goal is to show that our qualitative findings on the relationship between private
types and the probability of war still hold up in this more realistic environment.

In the extended framework, let D’s type be a pair (θ, ξ). As in the main framework, θ ∈ Θ ⊆
R determines D’s war costs. However, D’s hassling costs are now a function of ξ ∈ Ξ ⊆ R.
Formally, the cost term for D in case of settlement is now KD(h, ξ), which strictly increases
in both parameters.6 In terms of our main framework analysis, lower values of ξ correspond
to greater hassling effectiveness, and so on. We now write D’s utility in a given game form
g as

ug
D(t, h, bC , bD | θ, ξ) = (1− πg(bC , bD))WD(θ) + πg(bC , bD) [V

g
D(t, h, bC , bD)−KD(h, ξ)] .

As a regularity condition to simplify the statement of Proposition C.5, we assume KD is
continuous in ξ.

We assume the type pair (θ, ξ) is drawn from a joint probability distribution with support
on S ⊆ Θ × Ξ. We do not impose any statistical relationship between them: θ and ξ may
be positively correlated, negatively correlated, or uncorrelated.

The components of a direct mechanism—h, π, and VD—have the same substantive interpre-
tation as before, but are now functions of the type pair (θ, ξ). D’s utility from reporting
(θ′, ξ′) when its true type is (θ, ξ) is now

ΦD(θ
′, ξ′ | θ, ξ) = (1− π(θ′, ξ′))WD(θ) + π(θ′, ξ′) [VD(θ

′, ξ′)−KD(h(θ
′, ξ′), ξ)] . (C.3)

Mirroring the main analysis, we define UD(θ, ξ) = ΦD(θ, ξ | θ, ξ). The incentive compatibility
and voluntary agreements conditions for a direct mechanism have the same substantive
interpretation as before, but we restate them here for the two-dimensional setting. Incentive
compatibility is

UD(θ, ξ) ≥ ΦD(θ
′, ξ′ | θ, ξ) for all (θ, ξ), (θ′, ξ′) ∈ S. (IC′)

5A similar mechanism drives results in Liu (2021).
6The exception, as in the main framework, being when h = 0: we assume KD(0, ξ) = 0 for all ξ ∈ Ξ.
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Voluntary agreements is

π(θ, ξ) [VD(θ, ξ)−KD(h(θ, ξ), ξ)] ≥ π(θ, ξ)WD(θ) for all (θ, ξ) ∈ S. (VA′)

We continue to restrict attention to direct mechanisms in which π ∈ {0, 1}.

C.5.1 Increased War Payoff, Degraded Hassling Effectiveness

Proposition 1 in the main analysis shows that if hassling effectiveness decreases with war
payoffs, then higher types are more likely to go to war rather than settling. We establish an
analogous result for the two-dimensional setting, showing that the chance of war increases
with D’s war payoff as long as D’s hassling effectiveness remains the same or decreases.

Proposition C.4. Assume (θ′, ξ′), (θ′′, ξ′′) ∈ S. If θ′′ > θ′ and ξ′′ ≥ ξ′, then π(θ′′, ξ′′) ≤
π(θ′, ξ′).

Proof. For a proof by contradiction, suppose θ′′ ≥ θ′, ξ′′ ≥ ξ, π(θ′, ξ′) = 0, and π(θ′′, ξ′′) = 1.
(IC′) implies

VD(θ
′′, ξ′′)−KD(h(θ

′′, ξ′′), θ′′) ≥ WD(θ
′′),

as well as
WD(θ

′) ≥ VD(θ
′′, ξ′′)−KD(h(θ

′′, ξ′′), ξ′).

Combining these, along with the assumption that ξ′′ ≥ ξ′, gives us

WD(θ
′) ≥ VD(θ

′′, ξ′′)−KD(h(θ
′′, ξ′′), ξ′)

≥ VD(θ
′′, ξ′′)−KD(h(θ

′′, ξ′′), ξ′′)

≥ WD(θ
′′).

But this in turn implies θ′ ≥ θ′′, a contradiction.

C.5.2 Increased War Payoff and Hassling Effectiveness

Proposition 2 in the main analysis shows that if hassling effectiveness increases with war
payoffs, then the relationship between type and the probability of war depends on auxiliary
conditions. Specifically, if the war payoff increases quickly enough relative to the decrease
in the cost of hassling—a condition we call WURI—then war is more likely for higher types.
In the opposite case, when the SURI condition holds because the hassling cost declines more
quickly than the war payoff increases, we have the opposite relationship.

We now prove an analogous result for the two-dimensional setting. We consider the effects
of increasing D’s war payoff and hassling effectiveness on the equilibrium probability of war.
If the change in hassling effectiveness is small enough, then the change cannot shift the
equilibrium outcome from war to settlement.

14



Proposition C.5. Assume π(θ′, ξ′) = 0, and consider any (θ′′, ξ′′) ∈ S such that θ′′ > θ′.
There exists ξ̂ > ξ′ such that if ξ′′ < ξ̂, then π(θ′′, ξ′′) = 0.

Proof. For a proof by contraposition, suppose π(θ′′, ξ′′) = 1. Then (IC′) implies

WD(θ
′) ≥ VD(θ

′′, ξ′′)−KD(h(θ
′′, ξ′′), ξ′),

as well as
VD(θ

′′, ξ′′)−KD(h(θ
′′, ξ′′), ξ′′) ≥ WD(θ

′′).

Combining these yields

KD(h(θ
′′, ξ′′), ξ′)−KD(h(θ

′′, ξ′′), ξ′′) ≥ WD(θ
′′)−WD(θ

′).

The RHS of the above expression is strictly positive. Meanwhile, the LHS approaches 0 as
ξ′′ → ξ′. Therefore, there is a cutpoint ξ̂ > ξ′ such that ξ′′ > ξ̂.

C.5.3 Equilibrium Payoffs

Our next result generalizes our results on the relationship between private type and equi-
librium payoffs (Proposition 3 and Proposition 4) for the setting in which war payoffs and
hassling costs are separate type components. We find that D’s equilibrium utility is weakly
increasing in the private war payoff and weakly decreasing in the cost of hassling. Addition-
ally, the marginal decrease in payoff with the hassling cost is strict for any type that settles
and hassles along the path of play.

Proposition C.6.

(a) For all ξ, if θ′′ > θ′, then UD(θ
′′, ξ) ≥ UD(θ

′, ξ). The inequality is strict if π(θ′, ξ) = 0.

(b) For all θ, if ξ′′ > ξ′, then UD(θ, ξ
′′) ≤ UD(θ, ξ

′). The inequality is strict if π(θ, ξ′′) = 1
and h(θ, ξ′′) > 0.

Proof. Claim (a). Fix any ξ, and assume θ′′ > θ′. If π(θ′, ξ) = 1, then (IC′) implies

UD(θ
′′, ξ) ≥ VD(θ

′, ξ)−KD(h(θ
′, ξ), ξ) = UD(θ

′, ξ).

Otherwise, if π(θ′, ξ) = 0, then (IC′) implies

UD(θ
′′, ξ) ≥ WD(θ

′′) > WD(θ
′) = UD(θ

′, ξ).

Claim (b). Fix any θ, and assume ξ′′ > ξ′. If π(θ, ξ′′) = 0, then (IC′) implies

UD(θ, ξ
′) ≥ WD(θ) = UD(θ, ξ

′′).
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Otherwise, if π(θ, ξ′′) = 1, then (IC′) implies

UD(θ, ξ
′) ≥ VD(θ, ξ

′′)−KD(h(θ, ξ
′′), ξ′)

≥ VD(θ, ξ
′′)−KD(h(θ, ξ

′′), ξ′′)

= UD(θ, ξ
′′).

If h(θ, ξ′′) > 0, then the second inequality in the above expression is strict.

C.5.4 Binary Hassling Decision

We can obtain further characterization by assuming the choice of whether to hassle is di-
chotomous. Formally, assume the space of feasible hassling decisions is H = {0, 1}. Without
loss of generality, we may now allow ξ to represent the cost of h = 1, so that KD(h, ξ) = ξh.
We also let WD(θ) = θ without loss of generality. Equation C.3 now reduces to

ΦD(θ
′, ξ′ | θ, ξ) = (1− π(θ′, ξ′))θ + π(θ′, ξ′) [VD(θ

′, ξ′)− ξh(θ′, ξ′)] .

As a helpful preliminary, we establish that an important implication of Proposition 5 still
holds in the two-dimensional environment: if two types both settle in equilibrium and both
have the same hassling choice, then they yield the same settlement value.

Lemma C.5. For each h ∈ {0, 1}, there exists Vh ∈ R such that if π(θ, ξ) = 1 and h(θ, ξ) = h,
then VD(θ, ξ) = Vh.

Proof. Suppose π(θ′, ξ′) = π(θ′′, ξ′′) = 1 and h(θ′, ξ′) = h(θ′′, ξ′′) = h. (IC′) for (θ′, ξ′) implies

VD(θ
′, ξ′)− ξ′h ≥ VD(θ

′′, ξ′′)− ξ′h,

and thus VD(θ
′, ξ′) ≥ VD(θ

′′, ξ′′). By the same token, (IC′) for (θ′′, ξ′′) implies VD(θ
′′, ξ′′) ≥

VD(θ
′, ξ′). Therefore, VD(θ

′, ξ′) = VD(θ
′′, ξ′′).

To avoid trivialities in the remaining results, we will restrict attention to direct mechanisms in
which all three outcomes—war, settlement with no hassling, and settlement with hassling—
are realized by at least one type.

Among the types that settle in equilibrium, the choice of whether to hassle is determined
entirely by one’s cost of hassling. Naturally, the cost of hassling must be no greater than the
marginal increase in the settlement due to hassling.

Lemma C.6. Let V0 and V1 be defined as in Lemma C.5.

• If π(θ, ξ) = 1 and h(θ, ξ) = 0, then ξ ≥ V1 − V0.

• If π(θ, ξ) = 1 and h(θ, ξ) = 1, then ξ ≤ V1 − V0.
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Proof. To prove the first claim, suppose π(θ′, ξ′) = 1 and h(θ′, ξ′) = 0. (IC′), combined with
Lemma C.5, implies V0 ≥ V1 − ξ′, which proves the result. The proof of the second claim is
analogous.

Each type’s expected utility from settling is thus the upper envelope of the constant V0 and
the linear function V1 − ξ. Whether a type settles or fights depends on the comparison
between its war payoff and this upper envelope.

Lemma C.7. Let V0 and V1 be defined as in Lemma C.5.

• If π(θ, ξ) = 0, then θ ≥ max{V0, V1 − ξ}.

• If π(θ, ξ) = 1, then θ ≤ max{V0, V1 − ξ}.

Proof. Immediate from Lemma C.5 and the incentive compatibility condition.

These results allow us to fully characterize the set of incentive compatible direct mechanisms
in the binary hassling case.

Proposition C.7. Assume S ⊆ [θ, θ] × [ξ, ξ]. A direct mechanism is incentive compatible if
and only if there exist V0 ∈ [θ, θ] and V1 ∈ [V0 + ξ, V0 + ξ] such that:

(a) If π(θ, ξ) = 1, then VD(θ, ξ) = Vh(θ,ξ).

(b) If π(θ, ξ) = 1 and ξ < V1 − V0, then h(θ, ξ) = 1.

(c) If π(θ, ξ) = 1 and ξ > V1 − V0, then h(θ, ξ) = 0.

(d) If θ > max{V0, V1 − ξ}, then π(θ, ξ) = 0.

(e) If θ < max{V0, V1 − ξ}, then π(θ, ξ) = 1.

Proof. Necessity. Suppose the direct mechanism satisfies (IC′). Lemma C.5 implies the
existence of V0 and V1, and (IC′) implies V0 ∈ [θ, θ] and V1 ∈ [V0+ ξ, V0+ ξ].7 Claim (a) then
follows from Lemma C.5, claims (b) and (c) follow from Lemma C.6; and claims (d) and (e)
follow from Lemma C.7.

Sufficiency. Suppose the direct mechanism satisfies the conditions of the proposition. Prop-
erty (a) implies that each type’s payoff from settlement without hassling is V0, and each
type’s payoff from settlement with hassling is V1 − ξ.

7A violation of these boundary conditions would imply that one or more outcomes are not reached by
any type along the path of play, violating our restriction to mechanisms where all three possibilities occur.
For example, V0 < θ would imply that every type strictly prefers war over settlement with no hassling, so
there would be no type for which π(θ, ξ) = 1 and h(θ, ξ) = 0.
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Figure 5: Equilibrium outcomes in the framework with multidimensional types and a binary
hassling decision.

Now take any type (θ′, ξ′) that goes to war: π(θ′, ξ′) = 0. Property (e) implies θ′ ≥
max{V0, V1 − ξ′}, so there is no incentive for (θ′, ξ′) to deviate to settlement with or without
hassling.

Next take any type (θ′, ξ′) that settles and does not hassling: π(θ′, ξ′) = 1 and h(θ′, ξ′) = 0.
Property (b) implies V0 ≥ V1−ξ′, so there is no incentive for this type to deviate to settlement
with hassling. Property (d) in turn implies V0 ≥ θ′, so there is also no incentive to deviate
to war.

Finally, take any type (θ′, ξ′) that settles and hassles: π(θ′, ξ′) = 1 and h(θ′, ξ′) = 1. Prop-
erties (c) and (d) then imply V1 − ξ′ ≥ max{V0, θ

′}, so there is no incentive for this type to
deviate to settlement without hassling or to war.

Figure 5 illustrates the shape of an incentive compatible direct mechanism in the binary
hassling case. Naturally, war occurs when D’s war payoff and hassling costs are both high
(top-right of the figure). If D’s war payoff is low (left side), then the equilibrium ends in
settlement, with D hassling if its costs of doing so are low (bottom-left) and not hassling
otherwise (top-left). The most interesting scenario is when D’s war payoff is high and its
hassling costs are low (bottom-right). In this case there may be war or settlement with
hassling, depending on the exact magnitude of war payoffs compared to hassling costs.

We also see our general results on the two-dimensional framework, Proposition C.4 and
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Proposition C.5, reflected in the figure. Consider any point in the figure where the equilib-
rium outcome is war. Per Proposition C.4, any increase in D’s war payoff accompanied by
no change or an increase in D’s hassling costs (moving right or upper right) will still have
war as the outcome. Meanwhile, per Proposition C.5, the effect of a simultaneous improve-
ment in D’s war payoff and reduction in its hassling costs (moving down and to the right)
is conditional. If the reduction in hassling costs is greater than the increase in war payoff,
then the type with the higher war payoff may settle instead of going to war.

C.6 Example Model with Signaling

As an additional example to illustrate how types with greater war payoffs may be less likely
to fight in equilibrium, consider the following flexible response crisis bargaining game. The
players are C and D, and the timing is as follows:

1. Nature selects D’s type, θ ∈ {θ′, θ′′} from a nondegenerate prior distribution (θ′ < θ′′).

2. D observes θ and chooses Hassle or ¬Hassle.

3. C observes D’s choice of hassling and chooses Challenge or ¬Challenge.

4. If C chooses to Challenge, D chooses Settle or Fight.

Hassling shifts the outcome in case of settlement by a fraction γ ∈ (0, 1) in favor of D. Letting
h ∈ {0, 1} denote D’s choice of whether to Hassle, payoffs from each possible outcome are
given in Table 2.

Outcome C’s utility D’s utility

¬Challenge 0 1−KD(h, θ)
Settle 1− γh γh−KD(h, θ)
Fight WC WD(θ)

Table 2: Payoffs from the example model with signaling.

To illustrate the case of most substantive interest, where the probability of war might de-
crease with D’s privately known war payoff, we assume θ improves hassling effectiveness.
Specifically, we assume

κ′ ≡ KD(1, θ
′) > KD(1, θ

′′) ≡ κ′′.

In case of no hassling, neither type pays a cost: KD(0, θ
′) = KD(0, θ

′′) = 0.

Under appropriate parameter restrictions, this game has a perfect Bayesian equilibrium in
which the low type of D fights and the high type settles.

Proposition C.8. In the example model with signaling, assume WC > 0, WD(θ
′) > 0, and

γ − κ′ < WD(θ
′) < WD(θ

′′) < γ − κ′′.
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The following assessment is a fully separating perfect Bayesian equilibrium:

• D’s initial choice: θ′ chooses ¬Hassle, θ′′ chooses Hassle.

• C’s response: C chooses Challenge regardless of D’s initial choice.

• D’s final choice after C chooses Challenge:

– If D previously chose ¬Hassle, both types of D choose Fight.

– If D previously chose Hassle, θ′ chooses Fight and θ′′ chooses Settle.

• C’s beliefs: C believes θ = θ′ with probability 1 after observing ¬Hassle and believes
θ = θ′′ with probability 1 after observing Hassle.

Proof. To confirm sequential rationality, we work backward. The proposed strategies for D’s
final choice are best responses by construction. Moving up, it is optimal for C to Challenge
after D chooses Hassle, as 1 − γ > 0. It is also optimal for C to Challenge after D chooses
¬Hassle, as WC > 0. Now consider D’s initial hassling decision. Deviating to ¬Hassle would
yield a payoff of WD(θ

′′) for θ′′, strictly less than the payoff of γ−κ′′ from Hassle. Meanwhile,
for θ′, deviating to Hassle would yield a payoff of WD(θ

′), the same as this type’s equilibrium
payoff. Finally, to confirm that this is an equilibrium, we have that C’s beliefs are consistent
with Bayes’ rule whenever possible.

C.7 Application to Endogenous Power Shift Models

Our general framework encompasses at least some games in which states may take costly
actions to increase their future power, and where states may start a preemptive war to halt
such shifts. To make the connection between these games and our mechanism design frame-
work clearer, here we illustrate one such model and how its equilibrium can be translated
into a direct mechanism in our terms.

Consider a game between C and D, bargaining over a prize whose value is normalized to 1,
with the following timing:

1. Nature assigns D’s type, θ ∈ Θ.

2. C decides whether to start a preemptive war. Doing so ends the game; otherwise it
continues to the next step.

3. D decides whether to start a preemptive war. Doing so ends the game; otherwise it
continues to the next step.

4. C updates its beliefs about D’s type and selects transgressions t ≥ 0. Simultaneously,
D selects hassling h ≥ 0.

5. D makes an offer x ∈ R.
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6. C accepts or rejects the offer.8 If C accepts, then the prize is divided on the basis of
the offer. If C rejects, war occurs. Either way, the game ends.

Transgressions and hassling shift the balance of power in case of war. Specifically, let
p : R2

+ → [0, 1] be a function that maps from transgression and hassling choices into C’s
probability of victory. We assume D’s type affects only its cost of fighting (as well as has-
sling, if the game reaches that stage), but not the balance of power. In case of a preemptive
war, payoffs are

W 0
C = p(0, 0)− cC ,

W 0
D(θ) = 1− p(0, 0)− cD(θ),

where cD : Θ → R++ is a strictly decreasing function denoting D’s baseline war cost. If
instead war occurs in the final period, payoffs are

W 1
C(t, h) = p(t, h)− cC −KC(t),

W 1
D(t, h, θ) = 1− p(t, h)− cD(θ)−KD(h, θ).

Finally, if a settlement is reached in the final period, C’s payoff is x − KC(t) and D’s is
1− x−KD(h, θ).

A pure strategy equilibrium of this game is an assessment consisting of:

• C’s initial decision of whether to start a preemptive war: i∗C ∈ {0, 1}

• Each type of D’s decision of whether to start a preemptive war: i∗D : Θ → {0, 1}

• C’s updated belief about D’s type conditional on D not starting a preemptive war, a
probability measure µ∗ whose support is a subset of Θ

• C’s choice of transgressions in case of no preemptive war, t∗ ≥ 0

• Each type of D’s hassling in case of no preemptive war, h∗ : Θ → R+

• Each type of D’s offer, depending on the choices of transgressions and hassling, x∗ :
R2

+ ×Θ → R

• C’s decision whether to accept an offer, depending on the choices of transgressions and
hassling, a∗ : R2

+ × R → {0, 1}

Because war payoffs in the final stage depend on transgression and hassling, it is not im-
mediately obvious that our framework subsumes this model. However, in any equilibrium,
the final stage will result in a negotiated settlement if reached. We prove this now, and
then show below that it allows us to translate any equilibrium of the game into an incentive
compatible direct mechanism in our framework.

8Technically, C would update its beliefs again here. However, because D’s type only affects its cost of
fighting, C’s beliefs are payoff-irrelevant at this point. Hence we omit them for simplicity.
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Lemma C.8. In any equilibrium, following any choices of transgressions and hassling, all
types of D offer x = p(t, h)− cC, and the offer is accepted.

Proof. The proof follows the standard logic of the ultimatum game. It is a best response
for C to accept the offer if and only if x−KC(t) ≥ p(t, h)− cC −KC(t), so C’s equilibrium
acceptance rule is

a∗(t, h, x) =

{
1 if x ≥ p(t, h)− cC ,

0 otherwise.

As usual, C must accept when indifferent to avoid an open set problem for D. Because
cD(θ) > 0 for all θ ∈ Θ, it follows immediately that x∗(t, h, θ) = p(t, h)− cC .

This result allows us to characterize the equilibrium payoffs in case of no preemptive war as
a function of the equilibrium transgression and hassling decisions. This characterization in
turn allows us to express the relevant equilibrium quantities in terms of a direct mechanism
in our framework. The only war that is possible in equilibrium is a preemptive war, so
we may simply define the function WD ≡ W 0

D. For the three functions defining a direct
mechanism, we have:

• The hassling level is simply the extent of hassling a type employs if there is no pre-
emptive war:

h(θ) = h∗(θ).

• The indicator for whether war occurs is a function of the preemption decisions:

π(θ) = (1− i∗C)(1− i∗D(θ)).

• The settlement value is the equilibrium bargaining outcome in case of no preemptive
war:

VD(θ) = 1− x∗(t∗, h∗(θ))

= 1− p(t∗, h∗(θ)) + cC .

Suppose type θ were to deviate to the equilibrium strategy of type θ′. By Lemma C.8, the
deviation would yield a utility of

[i∗C + (1− i∗C)i
∗
D(θ

′)]W 0
D(θ)︸ ︷︷ ︸

war

+(1− i∗C)(1− i∗D(θ
′))[1− x∗(t∗, h∗(θ′))−KD(h

∗(θ′), θ)]︸ ︷︷ ︸
settlement

= [1− π(θ′)]WD(θ) + π(θ′)[VD(θ
′)−KD(h(θ

′), θ)]

= ΦD(θ
′ | θ).

Consequently, the direct mechanism that corresponds to an equilibrium must satisfy our
incentive compatibility condition, (IC). Additionally, sequential rationality implies that
type θ must choose preemptive war (i∗D(θ) = 1) if the equilibrium bargaining outcome is
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worse than its preemptive war payoff:

VD(θ)−KD(h(θ), θ) < WD(θ)

⇒ 1− x∗(t∗, h∗(θ))−KD(h
∗(θ), θ) < W 0

D(θ)

⇒ i∗D(θ) = 1

⇒ π(θ) = 0.

In other words, the corresponding direct mechanism must satisfy our voluntary agreements
condition, (VA). Because our results apply to all IC and VA direct mechanisms taking the
specified form, our analysis covers any equilibrium of the model given here.

The model we have laid here has some special features. Some of these are important for our
framework to apply, while others are not. For example, there is no bargaining in the first
stage of the model, before the opportunity for preemptive war. Allowing for such bargaining
would complicate the form of the equilibrium and therefore make it harder to see how the
equilibrium maps into a direct mechanism, but the resulting direct mechanism would still
meet our conditions. Our assumptions about the second stage are more consequential. As
is clear from the analysis above, the straightforward application of our framework depends
on the second stage always ending with a settlement. That would not necessarily be the
case if, for example, C made the offer in the second period or if θ affected the distribution
of power rather than D’s cost of war. A more complex framework would be required to
analyze games where hassling shifts the long-run distribution of power and war occurs on
the equilibrium path even after the power shift. That said, war typically only occurs in
the first period in shifting-power models, whether the shift occurs exogenously (e.g., Powell
2006) or endogenously (e.g., Spaniel 2019).
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